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Abstract

This paper studies the informational content of pricingesiin the term structure of sovereign CDS
spreads. The residuals from a non-arbitrage model are getpto construct a price discrepancy estimate,
or noise measure. The noise estimate is understood as aatmdof market distress and reflects frictions
such as illiquidity. Empirically, the noise measure is coeg for an extensive panel of CDS spreads.
Our results reveal an important fraction of systematic i$skot priced in default swap contracts. When
projecting the noise measure onto a set of financial vagalie panel-data estimates show that greater
price discrepancies are systematically related to a highel of offsetting transactions of CDS contracts.
This evidence suggests that arbitrage capital flows exittheketplace during time of distress, and this
consistent with a market segmentation among investors doileyeurs where professional arbitrageurs
are particularly ineffective at bringing prices to theinflamental values during turbulent periods. Our
empirical findings are robust for the most common CDS pricinaglels employed in the industry.
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1 Introduction

The literature in asset pricing has discussed the crucial role playedbliyage capital in removing price
deviations from fundamental values. Trading frictions, such as illiquidityiaformation asymmetries, can
lead transaction prices to depart substantially from their theoretical apante see, among others, Merton
(1987), Brunnermeier and Pedersen (2009), and Duffie (201@hodgh price discrepancies are mostly
a transient phenomenom, they can be systematically related to the latenttfatcelkaracterize the market
environmental conditions to which investors in general, and arbitragepesticular, are extremely sensitive.
The recent literature has provided empirical evidence of these link$nglparticular emphasisis on the term-
structure of fixed-income securities. Hu et al. (2013) show that dev&afrom a smooth zero-coupon yield
curve in sovereign bonds are associated to illiquidity in the US Treasuny tmamket. Similarly, Berenguer
et al. (2013) find that differences in the liquidity of bonds with the sameitsvetthiness lead to yields that
may depart from their expected level in a theoretical liquidity-free terntatra of interest rates.

In this paper, we examine the informational content of pricing errors fmomarbitrage models in the
term structure of sovereign Credit Default Swaps (CDS). Defaulpsvaae a well-known class of over-the-
counter (OTC) derivatives traded for investing and speculating sirgieerdefault risk at different maturities.
The CDS market has undegone tremendous growth over recent yearsccounting for more than two
thirds of all outstanding credit derivatives (Goldstein et al. 2013).amalbel to the increasing importance of
this market, significant effort has been devoted to understand how @B&s @re formed. However, many
key aspects of this process remain unsolved in the literature, since a@®Bdrading is a relatively new
phenomenon.

The main aim of this paper is to examine the economic determinants that underlipriCDd§ errors as a
consequence of market frictions, seeking to characterize the existesysiematic patterns generally related
to illiquidility and transaction costs in temporary price deviations. The centyabtingsis is that a decline
in capital arbitrage, typically observed during periods of distress, aseemarket-wide illiquidity and leads
to greater deviations from fundamental values. As discussed by Gamda@tdson (1981), Tuckman and
Vila (1992), or Schleifer and Vishny (1997), arbitrage is an inheremgkyrand costly activity due to market
inefficiencies. Professional arbitrageurs are reluctant to trader sivdamstances in which the cost of iden-
tifying and successfully implementing arbitrage operations can be prohibitiveirn, the lack of sufficient
arbitrage capital limits the strength of arbitrage, breaking the generaragrea about pricing and enabling
assets to be traded in equilibrium at prices significantly different from thedtamental values. Accordingly,
the observable variables that generally capture trading and holdingasustshich are expected to have a
sharp influence on arbitrage capital could be used to explain and exdictfundamental-value discrepan-
cies. The empirical evidence may be particularly significant in markets whehsually characterized by
intense professional arbitrage activity, such as the CDS market.

To analyze the informational content of CDS pricing errors we implementstgianel-data techniques



(including two-way cluster errors, fixed-effect panel data, andunséntal-variable panel data) on a broad
sample of weekly sovereign default swap spreads from 16 countriesiiratvanced and emerging economies
in the period 2008 to 2012. A suitable measure of CDS term-structure priepdscy is regressed on either
contemporaneous or lagged illiquidity-related variables at the country [Elkelright-hand side variables in
this analysis capture transaction costs which may proxy for changesitragebcapital after controlling for
other potential drivers. The dependent variable is the log-transférmpoice-discrepancy statistical mea-
sure, adapted from Hu et al. (2013), and defined as the root mearesggviation between the market and
model-implied CDS term structure spreads. While this measure was originally impiedria Treasury bond
markets, its foundations are so general that it can be extrapolated dicettty CDS market. For robustness,
we consider a number of theoretical CDS pricing models that vary coasiggn complexity and the under-
lying assumptions behind them to generate pricing errors, all of whichidedywsed by applied researchers
and practitioners. Although the main discussion follows under the arbifragedefault-intensity model in
Pan and Singleton (2008), we also implement the spline-type model sugbgdtisison and Siegel (1987),
and a deterministic quadratic function for the conditional default probabilityecas in Houweling and Vorst
(2005)1

The evidence from this analysis allows us to draw several important ookl The most important
result is that there exists a strong empirical connection between marketHgidgielity factors and sovereign
CDS missvaluation as is generally predicted by the arbitrage-capital hygmtAecordingly, bid-ask spreads
—the most usual proxy for illiquidity and transaction costs in asset pricidgnearket microstructure— and
the outstanding net notional position —defined as the net funds tramséebetween sellers and buyers, a
measure of effective trading activity— are major drivers of pricingreramd significant short-term predictors
of their variability. More specifically, larger bid-ask spreads and incrési@ the number of CDS offsetting
transactions can systematically be related to larger CDS pricing errorsgtratemporaneously and in one-
week ahead periods. The rationale for this finding lies in the existence & thlmties arbitrage activity to
market illiquidity and, hence, greater price discrepancies, as discpss@dusly. Consequently, the main
empirical evidence in this paper provides empirical support for the getieoretical claims of this literature
in the specific context of CDS markets.

In addition, the analysis provides a clear insight into the systematic patteoits inkthe time-series and
in the cross-section— that characterize pricing errors in sovereignrtdiets over the period analyzed. As
expected under the arbitrage capital hypothesis, CDS price deviatiostsstially increase during periods of
financial distress such as Lehman’s collapse in September 2008, ordék I&zilout in March 2010. Further-

IThere exists several methods for pricing default swaps. On the ave A&ommon practice in the industry is to bootstrap the
survival probabilities from the observed quotes. To this end, botharanpetric (piecewise constant hazard rates) and parametric
(Nelson and Siegel, 1987) interpolation methods are commonly useddticeraOn the other hand, the intensity modeling approach
has been extensively accepted among researches for pricing fo@derinstruments such as corporate bonds (Lando (1998), Duffie
and Singleton (1999) or Duffee, 1999) and default swaps (Lorfgsttaf. (2005), Berndt et al. (2005), Pan and Singleton (2008) and
Longstaff et al., 2011).



more, pricing errors exhibit strong cross-country commonalities thateaaftured by market-wide factors,
more prominently, illiquidity- and volatility-related factors. This evidence sthpsgggests the existence of
global trends that lead to systematic mispricing in the CDS market. A simple prircdpgionent analysis
reveals that about 50% of the total variation in pricing errors can be iegoldy two principal components.
The projection of the first component on different proxies of globalketawide illiquidity and volatility
results in statistically significant coefficients aRfimeasures of about 26%he panel-data analysis shows
that the noise measure significantly covariates with local illiquidity measurescaitérolling for other po-
tential drivers, leading t&®? measures of about 95%. Similarly, heterogeneity in creditworthiness hetwee
advanced and emerging economies lead to systematic differences in pricirgy &he immediate implica-
tion of all this evidence is that CDS prices must be driven by differentfastors which include, at least, a
time-varying source of non-diversifiable illiquidity risk. This interpretatiocdgsistent with the increasing
evidence about the existence of an illiquidity component in credit marketsierge and CDS in particular.
The main conclusions hold after controlling for a number of macroecononddiaancial state variables,
using different estimation techniques, and different pricing models.

This paper belongs to the increasing stream of literature devoted to CD&gpaind illiquidity. A non-
exhaustive review of this literature includes the papers by Longstaiff €@5), Chen et al. (2005), Chen
et al. (2008), Pan and Singleton (2008), Tang and Yan (2008), Bahkk Trapp (2009), Lin et al. (2009),
Bongaerts et al. (2011), Nashikkar et al. (2011), Arakelyan e2@l %), and Coro et al. (2013); see also Xing
etal. (2007), Bao et al. (2011), Lin et al. (2011), and Achary4. €2a13) for related work. Earlier studies in
this field argued that CDS prices may not be significantly affected by liquigitabse their specific contrac-
tual nature makes it possible to easily trade large notional amounts compé@uttonarkets, implying that
CDS spreads may better reflect default risk premium; see, for instanogstaff et al. (2005) and Blanco
et al. (2005). However, the recent literature largely supports thethgpis that CDS prices are not just driven
by a default risk factor, but also by (at least) a component related to illiguidk; see, for instance, Berndt
et al. (2005), Pan and Singleton (2008), Tang and Yan (2008), andd®rts et al. (2011). In a recent anal-
ysis on corporate CDS spreads, Coro et al. (2013) conclude thatitigtigk is even more important than
firm-specific credit risk regardless of market conditions. The empiridde@ce in the current paper largely
supports the claims of this branch of the literature. The additional compensatjoimed for market maker
risk seems to play a crucial role in CDS transaction prices, particularlyglpgriods of distress. As a result,
illiquidity-related factors are largely responsible of pricing errors in adnitrage default intensity models.

This paper also belongs to the literature centered on the analysis of thend@cateterminants of pricing
errors from arbitrage-free pricing models and its diverse implicationgicpbarly in derivative markets.
Jarrow et al. (2011) characterize arbitrage opportunities from aanitrage pricing model under a CIR
specification, showing how to implement profitable strategies in this contexglseduffie (1999). Our
paper adopts a different approach and examines the systematic sol€B$S mispricing. The idea of



comparing market prices with theoretical prices obtained from a non-agbitnodel to inform about market
liquidity is implicitly contained in Nashikkar et al. (2011), who construct an eseméthe CDS-bond basis
by computing the difference between market and a hypothetical CDSdspyhile we are not aware of
other papers dealing with mispricing in CDS markets, several studies in tha ét¢eature have analyzed
the drivers of pricing errors in other derivative exchanges. Pe@a €1999) characterize the determinants
of the implied volatility function in European options under the Black-Schol&) fBodel. The distinctive
U-shaped pattern that emerges, known as ‘smile’, suggests that the B$ systdématically misprices deep
in-the-money and out-of-the-money options. Since none of the gendi@tigaf the BS formula can remove
this pattern completely, Pefia et al. (1999) argue that the apparent ffitlneeBS model is (partially) due to
transaction costs and liquidity effects, as proxied by bid-ask spredaseTauthors show that the curvature
of the implied-volatility function increases on the size of bid-ask spreadshvitmplies a clear link between
pricing errors and transaction costs in the BS setting. Similar results hanedysated for other derivative
products, such as interest-rate options; see Deuskar et al. (20D8gf@nences therein. The evidence in
Deuskar et al. (2008) is particularly relevant for our paper becdilieeCDS contracts, interest-rate options
are traded in OTC markets, where liquidity-providers are more sensitive tkeineonditions. Although
our methodological approach differs substantially, the overall resultsrip@per completely agree with the
evidence reported in these studies, suggesting that pricing errorsvatdercontracts are generally sensitive
to market-wide illiquidity. Finally, our paper builds on the price discrepancysmesof Hu et al. (2013) and
complements their paper in two main ways. First, by discussing the generalispaablility of this measure,
originally implemented in the context of Treasury bond exchanges, in othdxetsaSecondly, by reporting
evidence showing that this measure does indeed correlates with markeliguiidigty conditions from a
different methodological approach. While Hu et al. (2013) use the me@san asset-pricing analysis, we
analyze the determinants that ultimately underlie greater price discrepancies.

The rest of the paper is organized as follows. Section 2 introduces the appricing discrepancy
measure and discusses its suitability for the CDS market. Section 3 presedttdhet employed in this
paper and explores its main statistical features. Section 4 presents tloenetoo framework and discusses
the main results that characterize the noise measure. Section 5 analyzetetharhnts of pricing errors,
considering a broad set of market-wide indicators. Section 6 conduasaseobustness checks. Finally,
Section 7 summarizes and concludes.

2 Pricing errors in the CDS term structure

This section formalizes the theoretical relation between pricing errors arketrfactions with the main
purpose of introducing the notation and the main concepts used throutjteopaiper. It also examines
the link between arbitrage capital and pricing errors in CDS markets, irtiogithe discrepancy or noise



measure proposed by Hu et al. (2013) and a discussion on its gemigabilgy in the context of this paper.

2.1 Mispricing and arbitrage opportunities

The theoretical arguments used here are primarily taken from Jarrolv (€0&1), who provide a formal
demonstration on how the residuals from a term structure pricing modelecagldied to the existence of
arbitrage opportunities. The central point is to construct a portfolio immumbdoges in the underlying
asset, longing a given maturity contract (e.g. 5-year) and shorting diffierent maturities (for example,
the 3- and 7-yead. Under standard arbitrage arguments, this strategy is self-financedepddhs of the
credit instruments must be consistent across maturities. Consequentlyxpleeted) value of this portfolio
is zero when employing suitable weights whose compaosition is detailed in Jaredw(2011). As a result,
whenever the value of the portfolio differs from zero, an arbitrageodppity emerges.

To introduce notation and outline the formal demonstration, consider thegiriceet of a CDS with
maturity m, denotedCDS(m), defined as certain function of the risk-neutral default probabi}i& say
CDS(m) = ftm(/\t@). Under usual assumptions, a second-order Taylor expansion ofthietital CDS price
function at times=t + At yields

1 ~\3
08) = P00 + 08 - ADHT + 508 - 422g + o (38)°). @

whereAt denotes a short period of timE,(,@ is a midpoint in the line that joind 2 andAZ, andO(-) is a
(bounded) remaining term. The term§ andHZ' are the first- and second-order derivatives of the pricing
function with respect to the default probability, respectively.

According to Jarrow et al. (2011), the current price of a CDS at Srapproximates its price at tinte
i.e. fIAAQ) ~ fM(AQ), with m— At denoting the correction for the maturity time lapse. This assumption
enables a connection between the future price of a CDS contract withiigtprice and certain correcting

terms. In particular,
1
A OQ) =~ {MA2) + AL - ADH™ + > (AL —2A2)2Hy. )

and, hence, investors could build a delta and gamma-neutral hedginglipddfmed by three default swaps
with different maturities, sayg, my andmy, such that

£ (AL) + g fMAL) + na P (AD) & 1I0 A (AD) + g FM2(AD) + g (A2 2), 3)

where the portfolio weights;; andny are explicitly chosen to form the market neutral portfolio. On average,

2The default probability of the reference entity is the underlying of a degavap contract. Nevertheless, the results of Jarrow
et al. (2011) are also extensible to other term structure derivativesasuiaterest rate options or commodity futures.



the theoretical value of portfolio (3) must equal the market price of thégdiar, from which the following
relation emerges:

(1A% —CDS (M) ) +nue (F™(A) ~CDS () ) + 1z (F(AZ) —CDS(mp))

~ O+ g™+ Ny, (4)

with CDS(my) denoting the observed market prices, afid= f™ (/\tQ) —CDS(my) defined implicitly.

Apart from the tracking error of the strategy, equation (4) shows tkatebancies between the observed
and theoretical prices in the CDS curve are directly informative of arlatoggortunities in the CDS market.
Similarly, Duffie (1999) shows that the condition of no arbitrage binds theevaf a CDS contract to the
prices of a risky bond and a riskless par bond of the same maturity. In semed of market frictions, the
yield of the risk-free bond must be equal to the difference between theofithe risky bond and the value of
the CDS contract, expressed as a percentage of the risky bond noalimal €onsequently, arbitrageurs can
trade in the CDS market when they detect profitable opportunities involvingicirsggpm bond markets, since
buying a CDS contract is similar to shorting the underlying bond. Indeemz deal of professional arbitrage
activity, such as that of hedge funds and proprietary trading deskgedtment banks, is concentrated in the
bond and CDS markets; see, for instance, Nashikkar et al. (201Igst8m et al. (2013) and Oehmke and
Zawadowsky (2013).

2.2 Market frictions and prices discrepancies

The differences between observed and theoretical prices may regsaeity appear as a consequence of a
temporary misappraisal of the fundamental value, but also as a comsecqofanarket frictions. Among oth-
ers, Schleifer and Vishny (1997) argue that arbitrage is often a risiegiment activity that requires capital.
These authors show that professional arbitrageurs are reluctaat&under extreme market circumstances
as the cost of identifying or successfully implementing arbitrage operatamm$e prohibitive. The main
reason is that volatility increases informational asymmetries and exposegagebrs to unwind their posi-
tions prematurely, possibly incurring substantial losses. As a resultavistise specialized arbitrageurs avoid
extremely volatile markets, which reduces the market effectiveness in elingrthtierences between funda-
mental and transaction pricést is worth mentioning that, while many well-known theoretical asset pricing
models do not acknowledge the impact of transaction costs on pricesgciicprinese may have substantial
effects. This seems to be particularly true in OTC markets, as these aetenmed by a high degree of
illiquidity, irregular trading, asymmetric information, and greater counterpserch costs relative to stock
markets; see Tang and Yan (2008) for a discussion. For instanceh sests largely affect market liquidity

3Goldstein et al. (2013) argue that in highly segmented markets, suck &) market, the existence of investors with fairly
heterogeneous trading opportunities can lead to multiplicity of equilibria,imgusstability in prices. This feature may explain
jumps and excess volatility in the CDS markets.



and market prices, as theoretically discussed by Duffie et al. (20@&linkg to higher transactions costs and
preventing potential liquidity providers from participating in the market.

The existence of a relationship between market frictions and pricing densaltiongs up the issue of
capturing these discrepancies empirically. With the purpose of aggregitithg information provided by
the CDS curve, let us defimg, mp, ...,my as an increasing sequence of maturities, and den@@®8&gm;)
andCDS (my) the observed CDS spread for theh maturity and the corresponding model-implied theoret-
ical price at timet, respectively. LeCDS = (CDS(my),...,CDS(my))" be a (Nx1) vector collecting the
observed CDS spreads representative of the CDS term structure &f éntedefin€CDS analogously. The
most natural measure for the existence of pricing discrepancies is lgjyvdre Euclidean distance between
both curvesp = ||CDS —CDS||, namely,

N
& = \/_Z&Dsm) —CD§ (m))? )

such thatd = 0 if and only if all the prices along the curé&DS match with the fundamental values, and

& > 0 captures the distance between both curves otherwise. While a numlzrsibtmations can be defined

on the normd, in this paper we shall consider the log-transformation of the re-scaleddistaise:pst =
&/+/N proposed in Hu et al. (2013). Note thadise:ps: may also be seen as a sample-based measure of the
mean cross-sectional dispersion of the pricing error at tinffde termnoisewas coined by Hu et al. (2013)
since, in the fixed-income literature, it is usual to refer to deviations fromemgricing model as noise.

Some comments ofb) follow. First, Hu et al. (2013) originally proposed the noise measure in the
different context of Treasury bonds. The main premise is that the alogedf arbitrage capital during normal
times helps smooth out the Treasury yield curve and keep the averagesitisdew. In periods of stress,
arbitrage capital vanishes and, hence, the average dispersionserdan the basis of the corresponding
noise measure, sayoisergondt, these authors show indeed that the deviations between market yields on
Treasury bonds and their model-based yields are characteristically lmigaidity correspondingly high—
in normal periods, but generally tend to increase during crises, asagitapital exits the marketplace.
The noise measure successfully captures, therefore, an empiricaktiwkdn price deviations and arbitrage
capital® Because the price of sovereign CDS contracts are not independeat pfice of a Treasury bond
of the same maturity (Duffie, 1999), and since professional arbitrageish as hedge funds and proprietary
trading desks of investment banks are particularly active in CDS marketsnay expect that arbitrage capital
featuresnoiseps; in a similar way as it does withoisergongt. Therefore, the average dispersion of CDS
spreads should be expected to be low during normal periods, whenagebitapital actively contributes
to align CDS spreads, and high in turmoil periods, when arbitrage capitaltee market. In that case,
abnormally high values ofioisepst may be related to episodes of market illiquidity and local or global

4This measure has been used subsequently in a number of applied;stadidsr instance, Filipovic and Trolle (2013).



shortage of arbitrage capital. This is the central hypothesis analyzed jvejbes.

Second, the Euclidean nortp depends on the prices generated by a theoretical term-structure pricing
model, and so doesoise:pst. Although we shall consider different approaches, we focus initiallyhen
continuous-time, arbitrage-free CDS pricing model of Pan and Single@)8}2 The distinctive character-
istic of this model is that it yields a full theoretical term structure of CDS spgamnsistent with the no
arbitrage condition that overperforms other alternative approackesfa example, Longstaff et al. (2011).
A priori, it seems reasonable to expect that sensible choices of alterpaiting models would lead to sim-
ilar patterns in the resultant pricing errors. However, since this is ultimatengpirical issue, we shall
address the robustness of the main conclusions based on Pan and 8i(®)6®) by focusing on alternative
term structure pricing models that differ in complexity and underlying assunsptibhis will be extensively
discussed in Section 6.2.

3 The data

CDS are contracts where one party (protection seller) shorts credibrahother (protection buyer) against
the default of a certain bond (reference entity). The CDS spreadgsepts the annual percentage over the
total amount of the bond (notional) paid to the insurer for obtaining protetiioase of a credit event. The
dataset analyzed in this paper consists of an unbalanced panel di/\seekreign CDS spreads from 16
economies of the G-20 group: Argentina, Australia, Brazil, China, FEra@ermany, Indonesia, Italy, Japan,
Mexico, Saudi Arabia, South Africa, South Korea, Spain, UK and U flnal composition of this sample
was solely dictated by the availability of the data. The choice of the weeklydrazy aims to avoid potential
caveats related to the low trading activity at daily frequency of most sigre@DS contract8. The sample
initially available spans the period from January 1st, 2006 to November O12, @nd includes 358 weekly
observations for most of these countries. The data for some countaiedi (&abia, UK, and US) is available
on a shorter period and includes a smaller number of observations, gangin 228 (Saudi Arabia) to 257
(US) data. The maturity spectrum of CDS contracts in the sample comprisesidibée maturities from
one to ten years. All contracts are denominated in US dollars and writtem thed€omplete Restructuring
(CR) clause. Data have been provided by Credit Market Analysis (ZlAuote provider integrated in the
Datastream platforrf.

Together with CDS spreads, we observe different variables relateadiodractivity and liquidity. These
variables are provided by the Depository Trust & Clearing CorporafarQC), which reports public infor-

5Chen et al. (2011) analyze the distribution of total trading frequencypwéreign CDS contracts across all maturities. From a
total of 74 reference entities, just 4 are actively traded on average 86 taily; and 14 out of 74 are less actively traded, at 15 times
per day on average. The remaining sovereign references arguafrély traded at an average of twice daily.

5The CMA database collects daily CDS spreads from a robust consortatradhsists of approximately 40 members from the
buy-side community (hedge funds, asset managers, and majomiargshanks), which are active participants in the CDS market.
Daily reports on bid, ask and mid-quotes are available to us. Mayordbelo(2013) state that the quoted CDS spreads provided by
CMA led the credit risk price discovery process with respect to the quotesded by other databases.
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mation about real transactions of CDS contracts since November 20Q#artioular, we observe both the
gross and net notional CDS positions, and the number of outstandingcisritr the CDS market. The gross
notional value is the aggregate sum of the CDS contracts bought or sadsfogle reference entity. The
net notional values represents the aggregate net funds transféremeen protection sellers and buyers that
could be required upon the occurrence of a credit event relating tdiaydar reference entity. Finally, the
number of contracts reports the outstanding number of contracts foen giference.

3.1 Descriptive analysis
3.1.1 CDS spreads

Figure 1 shows the time series dynamics of the cross-sectional medianssof/éreign CDS spreads at 1-,
5- and 10-year maturities over the total available sample, from Janua0D& to November 9th, 2012. To

account for likely structural differences across countries, we spliidtal sample into two subsamples. A first
group is characterized by Advanced Economies (henceforth AE) atates Australia, France, Germany,
Italy, Japan, Spain, UK, and US. A second group is characterizedrt®rding Economies (henceforth EE)
and is formed by the remaining countries in the sample.

[FIGURE 1 ABOUT HERE]

For both subsamples, the cross-sectional medians increase monotomarall{-fto 10-year maturities,
thereby revealing an upward slope in the CDS spreads term-structurehavperiod. In addition, CDS
spreads exhibit time-varying dynamics with a considerable sensitivity todgssaf financial distress. More
specifically, CDS spreads show similar responses to the largest systamiks slver the period, peaking after
the defaults of Bear Stearns (March 2008) and Lehman Brothers (8lept€008). Although this pattern is
clearly visible for both AE and EE groups, there are idiosyncratic patsmss countries that can be related
to creditworthiness differences and that are worth discussing in detaikrticular, while the average CDS
spreads in the AE group exhibit moderate values before the defaultof®earns at the different maturities,
they increase steadily until mid 2011 as a consequence of the Europetacridies. These series exhibits a
mean-reverting behavior in the final part of the sample, when the canaethe Eurozone dissipated and
default probabilities reverted to lower levels. On the other hand, while Qib&ads in the EE group largely
increased around the collapse of Lehman Brothers, they show resifigagsst the idiosyncratic shocks that
featured the European debt crisis. Lastly, CDS spreads in the AE draxga lower median and lower
volatility than CDS spreads in EE group. The maximum cross-sectional mediae saised to 450 basis
points for emerging countries after Lehman Brother’s collapse, while thk jpeadvanced economies was
around 200 basis points in the midst of the European crisis.

[TABLE 1 ABOUT HERE]
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Table 1 reports the usual descriptive statistics (mean, median and staled@ation) of CDS spreads
for each country in the sample. For the ease of exposition, we repog statstics for the representative
cases of 1-, 5-, and 10-year maturities, noting that a complete analys#laés upon request. As expected
from the previous discussion, there are significant differences mageepreads across maturities, consistent
with the upward slope of the term structure discussed previously. Argeistime economy with the lowest
creditworthiness in the sample. Accordingly, the mean 5-year maturity Cad s 964.41, considerably
greater than the spread of any other country in the sample. This seriesxaibits a massive degree of
volatility, given by a standard deviation of 897.20, which is caused by mei@bservations in the upper tail
recorded after the Lehman Brother’s collapse. As discussed préyithere is a meaningful mean-volatility
pattern in CDS spreads such that countries with higher spreads tendsisteatly exhibit higher volatility
levels as well. This result suggests that investors are more sensitive soaffexsting default probabilities
when creditworthiness is low. Not surprisingly Germany, widely seen asafeehaven by investors, is the
economy with the overall best credit creditworthiness in the sample. The speead values for the 5-year
German CDS contract is 33.20, with a standard deviation of 30.68, the snaalleny the different countries
analyzed.

Previous literature on CDS have put forward the existence of a strgrgelef commonality in sovereign
CDS spreads. Principal Component Analysis (PCA) on the standar@B&ispread series confirms the
existence of a strong commonality in the behavior of sovereign spreagartlaular, the first principal com-
ponent (PC1) of the system explains approximately 74% of the total coas#+y variation, which increases
to nearly 88% when a second principal component (PC2) is includediestitegly, the previous literature
has not discussed whether the degree of commonality tends to be stabtanaver exhibits time-varying
patterns. Note that, for instance, a sharp reduction in the explanatosr pdihe first principal component
will be indicative of idiosyncratic patterns that would likely lead to greateripgierrors. Because this ques-
tion is particularly relevant in the context of this paper, we perform a ehyo&@CA analysis, computing the
principal components on the basis of the 100 most recent observatiang tine in the sample on the basis
of a rolling-window approach.

[FIGURE 2 ABOUT HERE]

Figure 2 shows the time series dynamics of the proportions of explainestcoositry variability which
are related to either the conditional PC1, or PC1 and PC2, given the &nd510-year maturities. Some
interesting results emerge from this analysis. First, the share of variabiitsiegd by PC1 sharply declined
from 90% to approximately 40% during the summer of 2011. This sheer ddfanted all maturities and
can be related to the European sovereign debt crisis. Adding a seaxtnd feduces the magnitude of this
decline, allowing the share total variability explained to reach about 65%sthufar from the average
level achieved before this episode. Figure 2 also shows that the gowpof explained variance over the
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total tends to be higher as the maturity increases, especially after Auglist Ehally, the levels of total
variability explained by the first two principal components eventually reslaxehe level observed before
July 2011, with the exception of the 1-year maturity. Overall, this simple deserignalysis suggests that a
single factor (roughly corresponding with PC1) may not be able to conslistapture the full variation in the
term structure of sovereign CDS spreads over time. Furthermore, tleer@ortant differences across the
maturities that characterize the term structure, with the 1-year CDS coextsibiting a more idiosyncratic
behavior. As discussed in Pan and Singleton (2008), the most likelyrrdeesiog that liquidity is lower at
this maturity.

3.1.2 Trading activity and liquidity-related data

The sovereign CDS market has become one of the most active markets iftcimath of the financial
crisis. The relative volume of the sovereign CDS contracts traded is darticsizeable. According to
DTCC, the gross notational outstanding ranges from USD 0.71 trillions iriber 14th, 2008 to USD 1.70
trillions in November 9th, 2012, showing the sharp increase in trading activiBDS markets over recent
years as a consequence of the financial crisis. Similarly, the net notiotshnding ranges from USD 0.08
trillions to USD 0.15 trillions over the same period. These series show a coalsigeegree of commonality
across countries, reflecting the existence of common world-wide trenaisingtance, the PC1 on either
the gross or net notional outstanding series accounts for nearly 789 tdtal variation of these series (a
complete analysis is available upon request). Because the central prerhisegaper is that mispricing in
CDS markets can be related to illiquidity, Tables 2 and 3 report descriptitistisgon trading activity and
liquidity based on these variables.

[TABLE 2 ABOUT HERE]

Table 2 provides a summary of the weekly increments of the number of outggarwhtracts, and the
gross and net notional positions of the sovereign CDS written on the aesiatrder study. For comparative
purposes, we also include the relative position of the contracts with retspéne remaining G20 countries,
i.e., the ratio of each country over the total G-20 group. The sample avadphtes the period November
14th, 2008 to November 9th, 2012. Note that, since trade-related informatioot available for Saudi
Arabia, this country has been excluded from the analysis. The wee&hag® increment in the number of
contracts over the sample period is of approximately 20 contracts, with thegnessand net position sizes
reaching USD 318.23 and 20.63 millions, respectively. Trading activity fsden being homogeneous across
the different countries in the period analyzed. In particular, Italy areirSghow the highest increments in
the number of contracts and gross outstanding volumes, reflecting theifihtemsions of these countries
during the European debt crisis. Similarly, the overall net position on C&¥Sdrgely increased for other
advanced economies in the EMU area, particularly, France, suggeffénts eelated to financial contagion.
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The average of net notional CDS positions over the period is negativerdentina and Spain, and tends to
exhibit larger positive values for the economies with better creditworthiimetbe sample. Negative values
of this variable can be related to offsetting transactions in the CDS marketislwaly, the net volume can

be taken as a crude proxy for professional arbitrage activity and @iyl @ major role in the analysis of

determinants in Section 5.

[TABLE 3 ABOUT HERE]

Table 3 reports descriptive statistics (mean, median, and standard déviatitime bid-ask spreads of
CDS contracts for each country. For conciseness, we report thesgtives at 1-, 5- and 10-year maturities,
noting that a complete study on all maturities is available upon request. In addiiole 3 reports descriptive
statistics for the so-called veracity index, an indicator of data reliability &t meturity elaborated directly by
the data provider. The analysis on bid-ask spreads essentially reveabtie features discussed previously.
Clearly, there exists a negative relationship between bid-ask spreacreditlvorthiness. Countries with
lower default probabilities exhibit smaller bid-ask spreads uniformly overntiaturities. Similarly, and
consistent with the previous discussion, the CDS with higher averageshkidpeads are also the more
volatile, showing a greater disagreement on fundamental values. Inytartiwhile Germany and France are
the countries with the lowest bid-ask averages and standard deviatigesitdha and Saudi Arabia in the EE
group exhibit the highest values of these statistics in the sample. Interestimgigverage bid-ask spreads
are higher at the 1-year maturity, suggesting that sovereign CDS insasi®m to incorporate their liquidity
concerns about a country in the short-term maturities of the curve, aegaint by Pan and Singleton (2008).
Finally, the analysis on the veracity index reveals similar values with no partigatgern across countries,
indicating that the CDS sample is representative of the real trade quotgstfiaded in the market.

4 Estimating the noise measure

4.1 Theoretical CDS spreads and econometric estimation

The empirical implementation of the noise measure requires model-implied thebpeites. Most of the
pricing models for CDS spreads in the extant literature strive essentiallyptareadefault risk and the po-
tential loss upon default, similarly to that of credit spreads for corporateldr The intensity framework of
Duffie and Singleton (1999) and Lando (1998) seems to be the most pgpigiag framework. Under this
approach, the default event is modeled as the first jump of a Poissagspraith stochastic default intensity
/\{@, whereQ denotes the risk-neutral measure. Then, the (annualized) price oSacGfiract for maturity
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m at timet obeys the relation:

1 4m t+1 t4+m u
ZCDS(m)iZlEtQ [exp(—/t (rs+)\;@)ds>] :(1_11@@)/t EC [A;@exp<_/t (rs+)\;@)ds>] du,

(6)
wherer; andR? denote, respectively, the risk-free interest rate and the recovéag@falue (in percentage)
of the referenced bond under the risk-neutral measure; see Léngiséd (2005) and Pan and Singleton
(2008), among others. The left-hand side of this equation representseimum on the sum of expected
discounted cash-flows paid by the protection buyer under the riskatengasure. This premium is the
CDS spread and is quarterly. The right-hand side accounts for thetedpaiscounted payoff received by
the protection buyer in case of a default event. Single-name CDS conar&ctsritten without up-front
payments, which equals both sides of expression (6).

In this setting, Pan and Singleton (2008) propose an intensity model aéteras PS in the sequel, which
presents remarkable advantages over other affine pricing models ®s@©@ads. While the CIR process has
been extensively employed for modeling the default inten&i@y as it provides closed-form formulas (e.g.
Duffee (1999), Driessen (2005) or Longstaff et al., 2005), the Fetiadition bounds the long-term mean
of the CIR-based intensity to the square-root of its long-term varianagjarement frequently violated in
practice. The PS model not only overcomes this drawback, but alsédpsoa good compromise between
model parsimony and performance in a comparison of several one-fatensity models; see, for instance,
Berndt (2006) for a discussion on a related approach. For thesengaand although we stress that we
shall consider alternative modeling approaches later on, the arbitregy®$ model is the pricing benchmark
chosen for characterizing empirically price discrepancies in CDS maf&etqrovide a brief discussion on
the implementation of this model below.

The PS model assumes that the logarithm of the risk-neutral default inteyfitgllows an Ornstein-
Uhlenbeck diffusion process characterized by

dinA® = k” (67— InA?) dt+ 02w, (7)

wherek” and6" are the long-run mean, and mean-reversion rate of the process ue@etdial or historical
measuré?, respectively, withd@ denoting the volatility of the process akg’ a standard Wiener process.
The model also characterizes the dynamics of (7) under the risk-nengesure),

dinAR = k© (GQ—In/\tQ) dt -+ o%dwe, 8)

and the market price of risk, sd\t, can be defined through the affine functigs+ ¢1In)\t@, where¢gy and
¢, denote constant parameters. The process (8) ensures the posgivdnisk-neutral default intensity.
However, the expectations in CDS formula (6) are not in closed-formyseerical techniques as the Crank-
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Nicholson scheme are required.

The parameters that characterize the PS model can be estimated by maximumdikedilren a number
of additional assumptions. The reader is referred to the original papeletails, but we briefly sketch the
main steps involved in the estimation of this model in the sequel. In particular, theoe&dure requires the
assumption that CDS contracts at a certain maturity are priced with no ehereas prices at the remaining
maturities can be freely determined. Since the 5-year CDS contract is wioledydered as the more liquid
maturity, we make the same assumption as Pan and Singleton (2008) and rctrisidentract is free of
pricing errors. Then, a series of the probability of defafitcan be obtained by solving the pricing formula
(6) for this coefficient. This involves non-linear numerical techniqguemaithe 3-, 6-, 9- and 12-month
USD Libor and 2-, 3-, 4-, 5-, 7- and 10-year USD interest rate svwag®nstruct the risk-free curve that
characterizes (6). The remaining CDS contract maturities are assumegticdx with random errorsm
that obey a normal multivariate distribution with zero mean vector and comar'raatrixa,\z,I In—1, Wherely_1
denotes th&l — 1 dimensional identity matrix an is the number of different maturities. For parsimony and
computational tractability, we assume tlzgj is constant across maturities, noting however that results do
not qualitatively differ from more general specificatidnhe estimation of the model also requires the dis-
cretization ofA € in expression (7), for which we adopt the Euler’s approach sefting1/52. The unknown
parameters of the modgd = (¢F, W@, aw)’, with ¢F = (k¥,87), Y? = (k2,092,062 ,RQY, can be estimated
by maximizing the conditional log-likelihood functiozfzzln fP(Em7t|l,U,c%,1), with % _1 denoting the set
of available information up tb, and
oCDSY Ay, 7 1) |

70 (9)

£ (emel W, F_1) = @ (€mi|om, - Fi1) x @ (INAL|YF, 0%, F_1) x

where@" (-) denotes the probability density function of the Normal distributm@i,as given by expression
(7), andCDS2(-) in formula (6).

[TABLE 4 ABOUT HERE]

Table 4 reports the maximume-likelihood estimategiqfobust standard errors in parenthesis). The mean-
reversion speed estimates under the actual measurare higher than the mean-reversion speed coefficients
under the risk-neutral measure?, indicating that the arrival of credit events last longer under this measur
Moreover, the long-run mean estimates are also higher under the riieineeasure K202 > kFgr),
suggesting that the arrival of events in the risk-neutral scenario is protmble than in the actual one. In

"The assumption of homoskedasticity of the pricing errors across mastistiatroduced to reduce the number of parameters
of the model and simplify the computational estimation. The existence ofenage level of common volatility across maturities
can be expected not to have a major effect on the estimations. Thisvatiserhas been confirmed by conducting the estimations
of the model assuming heteroskedasticity in the pricing errors acrossities. These results are not presented for the sake of
conciseness, but are available upon request. In Section 6 we shsifleoalternative specifications that do not impose assumptions
on the distribution of pricing errors.
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other words, a positive risk premium related to changes in the credit envénat seems to be priced in
the CDS market. Finally, the recovery rdi€ is closely related to the creditworthiness of the country:
South Korea, South Africa, Germany, France and UK exhibit the higrege (around 80%), in contrast
to Argentina and Spain (around 3%). Overall, the model yields reasosatiheates that are coherent with
related studies in the extant literature; see, for instance, Pan and Sin@e@&) and Longstaff et al. (2011).

4.2 Main results

Given the maximum-likelihood estimates@f we can readily determine the theoretical prices implied by the
PS model and the resultant estimates of the noise measise;ps;. Figure 3 shows the time series variation
of the 25%, 50%, and 75% percentilesmafise:pst given the sovereign CDS belonging to either the AE or
EE groups. The median time-series tend to be relatively low during normialdseiconsistent with a low
dispersion in the CDS spread term structure. Nevertheless, the noiserenkzaigely increases during stress
periods, showing a sharp increment in price dispersion. Note, for itestimat the median time-series for both
AE and EE groups peak after systemic episodes such as the collapdewdh &rothers in September, 2008,
or the Greek bailout in March, 2010. Clearly, the average valuesisk ps; in both groups is characterized
by a strongly non-linear, globally mean-reverting pattern which can becided to latent dynamics that
determine whether the economy is a normal or stressed regime. This evidenpéetely agrees with the
results reported by Hu et al. (2013) for the noise measure in the USufyelasnd marke®. Although, on
average, pricing discrepancies tend to be greater and much more volatéeHE tiroup (thereby suggesting
the existence of an idiosyncratic component in the series), it is clear th&tEhend EE noise measures
exhibit common patterns and follow a similar trend, which strongly suggestsxibiemce of a source of
global commonalities in mispricing.

[FIGURE 3 ABOUT HERE]

Table 5 reports standard descriptive statistics of the estimates of the nosérenies any of the sovereign
CDS analyzed. The overall mean value is 13.08 basis points, but thererdsg Beterogeneity across coun-
tries. The individual averages range from 4.52 (Germany) to 85.18 paisits (Argentina). Furthermore, the
volatility of noiseps; largely varies from distressed to resilient economies, showing the latiflesences
for Argentina, Indonesia, Italy and Spain. In contrast, solid economigs as the US or Germany, show the
smallest degree of average dispersion in pricing errors. The largest of the noise measure in Argentina
reaches 1111.39 basis points, whereas the US peaks at 17.22 batsis @tearly, the noise measure is re-
lated to the factors that characterize whether the CDS spread has a lagevahee and high dispersion or
not.

8The non-linear, mean-reverting path of the noise series is even midenein the analysis ofioisergongt in Hu et al. (2013)
because the sample analyzed therein spans a longer period, frorthi@&gh 2011. Over this periodpiser gongt is Shown to spike
prominently as a consequence of shocks related to crises, andtoetr@tmean level afterwards.
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[TABLE 5 ABOUT HERE]

Since, as discussed previously, short-term maturities exhibit larger rdicsyc patterns, an important
question refers to whether CDS maturities contribute equally to the noise raeaEhis is an economi-
cally important concern because the existence of a systematic mispricing®ic@mracts of a given ma-
turity could indicate the existence of pricing factors not captured by the hipde and Singleton, 2008).
To address this question, we can define the relative contribution of matoyitp the noise measure as
w(m;) = |[CDS(m;) —CDS (my)| /&, T =1,...,10, with & as defined in (5), noting that® w(m;) <1,
and z}ilcq(mr) = 1. Recalling that the PS model assumes no pricing error at the 5-year matuiititialy
assumption, it follows by constructian (5) = 0, and it should be understood that the relative contributions
of the remaining maturities are conditional to this assumption.

Table 6 reports basic time-series statistics (mean, median and standard dsyietia (m;) for each
maturity and each country in the sample, and the maturity for which the relatitalagion e (m;) is the
largest. According to these results, the 1-year contract systematicaihyjtexhe highest contribution to the
noise measur. The relative contributions of the pricing errors to the total range from3®6.8h the US
to 59.20% in Argentina. Larger mispricing errors in the 1-year maturity sstgghe existence of common
factors across countries that are driving the dynamics of the residualmgest maturities. A possible
interpretation of this behavior is pointed out by Pan and Singleton (2008) swggest that large institutions
might employ short-term CDS contracts as primary trading vehicles for ssipigetheir views on sovereign
bonds, inducing illiquidity or trading pressures in these maturities. Theserautingue that 1-year (and
perhaps 10-year) contracts include an idiosyncratic liquidity componentaithe short/long-term nature of
these instruments. The main evidence from this simple analysis supports this claim.

[TABLE 6 ABOUT HERE]

Before a more formal analysis is conducted, it is worth analyzing the egistehcommonalities in
pricing errors. The PCA on the standardized noise series acrostriesureveals that the first principal
component is able to capture approximately 33% of the total variation of teéss.sThe share of explained
variance increases to 56% and 65% when second and third comporeimisladed, respectively. In order
to gain insight into the economic interpretation of these latent componentsgHghows the loadings of
PC1 and PC2. Clearly, PC1 can be interpreted as a world-wide marke{ tieoe all the countries except
Brazil and China exhibit positive loadings. These are uniformly distribaigdss advanced economies,
pivoting around an average coefficient of 0.70. On the other handp#iiings of emerging markets are
significantly smaller, but still positive in most cases. Turning our attention tdodgings of PC2, these

9Australia, China and US seem to be rare exceptions. Even though theis@isacentrated at longer maturities for these
countries, the standard deviation of the noise contribution to the 1-yearitpadistill the highest across maturities.
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exhibit a heterogeneous behavior that, once more, can be related iiovortdness heterogeneity in the
sample. In particular, the estimated loadings tend to be positive or mildly nefmtitree countries in which
the noise measure exhibits low mean values and low volatility, such as Australiee; Germany, UK, and
US. Conversely, loadings are mostly negative for countries in which grairors have a relatively high mean
and high volatility, such as most countries in the EE group and distressedrais in Southern Europe such
as Spain.

[FIGURE 4 ABOUT HERE]

The strong degree of commonality in the residuals of the pricing model strengbests the existence of
risk factors which are not properly captured by the model but whickemieeless, are systematically priced
in the CDS market. To gain further insight into the sources of commonality amdett@nomic interpreta-
tion, we project the time series increments of PC1 and PC2, denottB@% andAPC2, respectively, on
the increments of a set of market-wide global state variables sampled froofSttmearket over the period
December 2007 to November 2012. Using variables from the US markebxy for global conditions in
this preliminary analysis seems reasonable because of the strong degja®bzation in financial markets,
and the predominance of the US economy (see, among others, Lépepdzsgt al. (2012) and Rapach et al.,
2013). Nevertheless, we stress that a more detailed analysis, builinginiryespecific variables, shall be
conducted in the next section. The explanatory variables used in this pratfiranalysis are the changes
in the volatility index of the Chicago Board Options Exchange (VIX), usedramdicator of global uncer-
tainty; the change in Moody’s bond spread index between AAA and BBRI§@Default), used as a proxy
for corporate default spread; the return of the Dow Jones Indexd@®y), used as a natural indicator of stock
market performance and market risk; the change in the first PC of tiehabvolumes (PClnetvol), and the
first PC of bid-ask spreads at 5-year maturity (PC1BA5y), both of whie used as proxies of aggregate
market liquidity. All these variables are sampled weekly.

[TABLE 7 ABOUT HERE]

Table 7 reports the OLS estimates for the individual regressiohR@1 (Panel A) andPC2 (Panel
B) on a constant and any of the state variables. The Table also reporntsatheoutcomes from the OLS
regression on all these variables. For conciseness, we only diseussstlits for the regressions involving
APC1, since this factor captures the main source of common variation in@sagsy mispricing, and the
results of APC2 follow along the same lines. In individual regressions, all the statablas are highly
significant, with the sole exception of the first principal component of nairmes (PClnetvol). Hence,
the global trend that seems to underlie PC1 is positively related to market-veidgriants in volatility and
default probabilities, and it is negatively related to market-wide returndigaility. The joint regression
of APC1 on all the explanatory variables simultaneously yields a significantly esitive association with
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VIX, and a significantly and negative association with returns and theipahtcomponent of net volume. The
remaining variables (Default and PC1BA5y) no longer provide increrhgritamation over these variables.
The adjusted?? in this regression is approximately 26%

The main conclusions from the preliminary analysis conducted in this sectiavsall® to conclude that
price discrepancies exhibit a strong time-varying pattern which increadstantially during distress periods.
Pricing errors are mainly contributed by discrepancies at the 1-yearityasorthey must be related to short-
term fluctuations. Furthermore, the PCA analysis reveals a strong smfiuroenmonality that can be related
to market-wide stress conditions, with a first component able to explain n&é2#tyof the total variability
that can be related to state variables that define a scenario of high volagitigtive market performance, and
liquidity withdraws. This evidence shows a characteristic scenario whickditarely with the theoretical
predictions in Schleifer and Vishny (1997), showing that larger pricingre can systematically be related to
adverse economic scenarios. These conclusions, based on a simglesahdnalysis, shall be confirmed in
a more rigorous analysis based on panel-data regressions in the ctext.se

5 Determinants of pricing errors in CDS markets

The main objective of this paper is to examine the economic determinants of pgitorg in the CDS term
structure. To this end, we implement different estimation procedures withpetiel-data methodology that
regress a log-transform of the noise measure on either contemposarrdagged values of illiquidity-related
variables. Our main aim is to parsimoniously address the existence of an extyglétionship between price
discrepancies and market-wide illiquidity, considering mainly country-speediiables that capture local
information on the liquidity conditions in the CDS market as well as other poteritiahgcontrol variables.

5.1 State variables

We consider a panel of country-specific and global variables thdiegmuped into the categories of market-
wide illiquidity and market uncertainty. The set of illiquidity-related variabledudei) the 5-year maturity
bid-ask spread€3{dash), ii) Number of Traded CDS contractS@ntractg, andiii ) Net Notional Outstanding
Volume (Netvol). All these variables are country-specific and are availabe from DT@E s&t of of market
uncertainty-related variables includg a local proxy of market volatility Marketvol, as measured by the
absolute value of the weekly market index return, &ha global indicator of default premiunDgéfaulf),
characterized as the price spread between AAA and BBB rated US investies set of variables suffices
to explain a remarkably large proportion of variability, since price disarejea turn out to be strongly related
to country-specific drivers which characterize liquidity. As discussekdmobustness section, taking further
macroeconomic and financial variables into account, most of which areeailable at the global level, does
not seem to improve results nor lead to qualitative differences in the mailtste¥ée discuss the variables
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used in the panel-data regressions in the remainder of this subsection.

All the variables in the liquidity group are strongly correlated and sharenaiderable degree of com-
monality. Although they all can be related to liquidity risk, they measure diftdearets of this magnitude
(Chordia et al., 2001). In particulaBjdask the most popular indicator of illiquidity in security markets, is a
measure of the tightness of asset prices. According to the literature intmadkestructure, bid-ask spreads
include two components. One is the compensation required by market-makérgentory costs, clearing
fees, and/or monopoly profits. The second one results from a chastictadverse-selection problem faced
by market-makers in a context of asymmetric information. It mainly represemidtiitional compensation
for the expected costs caused by informed-trading activity. Henceriodseof greater price uncertainty in
which informed investors can profit from their superior information, il-spreads tend to widen and lead
to greater transaction costs. Acharya and Johnson (2007) rejaenee of informed-trading activity in the
CDS market, which furthermore leads equity markets in response to negegili¢ news, suggesting that
price discovery for those events tends to happen in CDS markets. Cremilygwe expect a positive relation
with mispricing, since liquidity providers can exit the market when transactists@re high; see Longstaff
et al. (2005), Chen et al. (2007), and Tang and Yan (2008).

The variableContractsis a measure of market-wide trading activity and, therefore, can be deasned
an indirect measure of liquidity; see Berg and Streitz (2012). In genenals, trading activity induces
price volatility, so the number of trades has been often related to noise trdginigpermore, Tang and Yan
(2008) use this variable to proxy for the overall inventory in the CDS ntavkaich could also be related to
holding costs. In the inter-dealer market, inventory control may be a majmeco for dealers under funding
constraints, as this may impair the capacity for dealers to take sides in additmmahcts and thereby
affect the liquidity of the related contracts; see Brunnermeier and Red€2609). Finally, Oehmke and
Zawadowsky (2013) argue that the illiquidity of the bond market incremeamount of CDSs outstanding,
since CDS contracts should be more heavily used when the underlyingi®dliguid — and thus hard or
expensive to trade. According to all these considerations, we shopéatea positive relation with the noise
measure.

The variableNetvolreflects the net total amount exchanged in case of default. In contrist tposs
notional outstanding volume, which increases with every trade, the nehabtiolume adjusts the gross
notional amount for offsetting positions; see Berg and Streitz (201 Zhisrway, the net notional turns out
to be an excellent indicator of the overall amount of credit risk transféhenCDS market. As discussed
by Oehmke and Zawadowsky (2013), an intuitive way to interprelNbevolvariable is to consider it as the
maximum amount of payments that need to be made between counterpartiesandlof a credit event on
a particular reference entity. As in other derivative markets, such dsitilies market, entering offsetting
trades in the CDS markets is a more common way to reduce exposures thalincpag existing CDS con-
tract. Because arbitrageurs unwind positions during extreme circumstafieetive reductions in net traded
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volumes should be related to larger pricing errors. This variable couldselyeproxy for the unobservable
holding costs (including, for example, the opportunity cost of capital, tpexpnity cost of not receiving full
interest on short-sale proceeds, and idiosyncratic risk exposwrigis)arbitrageurs closing positions when
these costs increase excessively.

Together with these variables, we consider the country-specific vafiddtketvolto capture market-
wide volatility in the local stock market. Market volatility is a latent factor partidylaensitive to the
information flow which subsumes information relative to collective expectatemsronmental conditions,
and market sentiment. Consistent with the results reported in the previdienhsaed the theoretical con-
siderations in Schleifer and Vishny (1997) and others, we expect volatlig a natural driver of the noise
measure. For instance, asset volatility is a key driver of default pilitieaccording to Merton (1974)
model. Accordingly, larger levels of volatility lead to greater pricing errgkdditionally, the variableDe-
fault is a global proxy to control for default premium. This variable is calculatgdgithe Moody’s bond
spread index for 3-5 year maturity bonds; see Hu et al. (2013). Agrdafault is naturally associated with
greater pricing errors.

5.2 Analysis of determinants

Let Innoisepsit denote the natural logarithm of the sample estimate ohthise:ps measure for theé-th
country at timet. We model the conditional mean of this process as a linear function of the stébles
building on a panel-data model specification. Acharya and Johnsoid)(Zldhg and Yan (2008), and Pires
et al. (2013) use a similar approach to identify the main determinants of Ce&dsprather than CDS spread
pricing errors; see also Peltonen et al. (2013) and Chiaramonte andZ4s3). The specification is similar
in spirit to the determinant models used, for instance, in Pefia et al. (198 ®eauskar et al. (2008), although
our approach builds on direct estimates of pricing errors. In partionconsider the following regression
specification, referred to as Model | in the sequel,

Innoisepsit = o+ @InBidask + B1InContractg + B2InNetvok
+ BsMarketvolatility; + BsDe fault + nj + & (10)

or, using a more convenient notation,
Innoisepsit = a + @InBidask + X B + i + &, (11)

wheren); represents country-specific effects that are constant over time bwacg across countrie$) =
(a,@,B"), with B = (Bu,..., ), denotes the vector of unknown parametegss a disturbance assumed to
obey standard assumptions, adis a vector of explanatory variables defined implicitly.

Some brief comments follow. While bid-ask spreads are stationary seriegdtoeX;; includes strongly-
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persistent variables which may be driven by stochastic or deterministicstrench as I6ontracts InNetvol
MarketvolatilityandDefault In order to ensure that this feature does not impose any meaningfuttidisto
in the main conclusions fromil1), we will consider an alternative specification in which these variables
are differentiated. The log-transform is applied to reduce the effectaitiers and heteroskedasticity in
the series. Note that, as a result, the coefficients associated to regredsgarithms can be interpreted as
the elasticity ofnoisepsit with respect to the related variable. Finally, this specification does not iclud
gross volume, available in DTCC, because this variable has a correlagfficient of 85% withContracts
We exclude that variable to avoid colinearity-related concerns, notin@thvaractsshows a greater sample
correlation to the dependent variable (36%), and a smaller correlation toitbeexplanatory variables than
gross contracts.

SinceX; is a strongly persistent vector process with high first-order autoctioeleoefficients, for the
sake of robustness, we consider an alternative specificatidri}an which persistent variables are plugged
in differences, namely,

Innoisepsit = a* + @ InBidask +AX/B* + ni + Uit (12)

with AX; = Xy — Xi;_1. Since bid-ask spreads and the dependent variable are stationateheft in levels.
The resultant model shall be referred to as Model Il in the sequel.

The parameters that characterize equatidis and(12) are estimated using three different procedures
aiming to control for cluster errors, unobservable individual hetereiyg and endogeneity. In particular,
we first consider pooled time-series cross-sectional regressions vaittvény cluster-robust standard errors
accounting for country and week clusters. This methodology allows ustpamat statistical inference which
is robust to fairly general simultaneous dependences of unknownifobwith the cross-sectional and time-
series dimensions of the panel; see Petersen (2009), Gow et al. ,(2@&ho¢ron et al. (2011) and Thompson
(2011). Furthermore, this methodology seems particularly useful in the iealpiontext of this paper,
characterized by a panel with a larger number of time-series observét@mmsndividuals, because we can
readily control for unobservable heterogeneity using individual dumtaiestimate the coefficientg, since
the Haussman test largely favors fixed-effect over random ei®asond, consistent with model specification
testing, and as is common in the related literature, we consider fixed-eféewbgata regressions with robust
errors to autocorrelation and heteroskedasti€ityfhe resultant estimates are remarkably similar to those
obtained under the first approach. Lastly, we consider instrumeniables in the fixed-effects panel data,
using a single lag of the variables as an instrument in order to mitigate cometatesl to endogeneity.

In addition, we analyze the predictive ability of the variables in Model | diid forecast the dependent

10panel data with random errors can be seen as a more general sgiecifiban fixed errors. We implemented both approaches,
noticing no qualitative difference in the main conclusions discussed bé&lowever, since the Haussman test largely favors fixed-
effect over random errors in our sample, we report and discuseshéiant estimates from this model.
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variable. To this end, we regressibisepsit on lagged values of all the right-hand side variables in equations
(11) and(12), i.e., we consider predictive panel-data regressions. We adopt thisaapypfor two main rea-
sons. First, the analysis on the parameters estimates from these regraisigs us to determine whether the
state variables are useful to predict price discrepancies given tbé aailable information. Second, since
the dependent variable is regressed on predetermined variables inalyisigrendogeneity can no longer be
a serious concern. Of course, this form of robustness comes atfieasexthat parameter significance may
be considerably weakened , but the comparative analysis betweempamégmeous and predictive regres-
sions allows us to determine whether endogeneity introduce significans blasesequently, and paralleling
equations (11) and (12), we consider the following predictive spetdita

Innoisepsit = a1 + @ InBidask 1+ Xi_13 + Ni + Vit (13)

and
Innoisepsit = a;" + @* InBidask 1 +AX_1 5 + ni + Wit (14)

with 6 = (on,d,Bl’)' andg = (a,*,q*,Bl*/)’ denoting the main parametes of interest, snadndw; being
random disturbances. For ease of exposition, we shall presenisugsithe parameter estimates from the
two-way cluster methodology with country dummies and robust standartséaanknown heteroskedas-
ticity and correlation. Becaugd 3) and(14) are trivial variations of Models | and Il, respectively, we shalll
simply refer to this approach as predictive two-way cluster when repdthsmgain results.

5.3 Main results

Table 8 reports the main outcomes from the regression analysis (estimaetepens, robugt-values of the
t-statistic for individual significance, ari®f), using the different estimation techniques discussed previously
and the model specifications (11) to (14). Let us first discuss the rdsultdodel | and its predictive
variation, corresponding to equation (11) aii®), respectively. These are reported in the bottom part of
the table (Panel A). Independently of the estimation technique, the resoWstisat larger bid-ask spreads,
greater trading activity, and greater netting activity within counterparteesystematically related to greater
pricing errors. A relative increment of 100 basis points in the bid-asesbleads, on average, to an increment
of nearly 50 basis points in the dispersion of pricing error, everythirgy ledéng equal. Similarly, the noise
measure has a elasticity coefficient d® and—0.32 with respect to the number of contracts and net notional
CDS positions, respectively. These estimates are both statistically andhaicatiy significant, and confirm

a sheer influence of liquidity-related factors on pricing errors in the CD&etea Owing to the importance
of this result, we shall discuss its implications in detail later on, after presafigngmaining estimates.

[TABLE 8 ABOUT HERE]
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As expected, the proxy variables for local market volatility in stock markessgd mainly as controls in
our analysis, are positively related to price discrepancies in the CDS tvarkbe evidence of statistical
significance of these coefficients is marginal in the contemporaneowesssagn, and non-significant in the
predictive model. While using a robust, but noisy proxy of the unobséeveolatility based on absolute-
valued weekly returns is likely to increase the standard error of the reselttimate, the apparent lack of
significance is actually related to the (positive) correlation that volatility sheithsthe Bidaskvariable. If
the latter is omitted from the analysis (results not presented for the sakémg space), then the coefficient
on market volatility is positive and strongly significant in all cases, suggetteBidaskpartially overrides
the information conveyed by volatility. Similarlfpefaultis positively related to the noise measure, as ex-
pected, but the statistical evidence supporting the inclusion of this variatbessderably weaker. The tests
of significance cannot be rejected in most cases. This result probatitaies that the potential informa-
tion conveyed by this variable is subsumed in the remaining variables, which p&rticularly surprising in
view thatDefaultis a global variable. The analysis on the predictive regression showilithadity-related
variables can be used as short-term predictors of future mispricingstidrey similarity in the main conclu-
sions shows that endogeneity does not cause meaningful distortione taagitrsquares based estimates of
model (11). Finally, the analysis of tifR¢ shows that the models are extremely parsimonious, since a reduced
number of country-specific variables, mainly related to market-wide illiquidity,adle to achieve B? of
approximately 95% of price discrepancies.

The main results from the estimation of Model Il are reported in the bottonopaeble 8, see Panel B.
Recall that the only difference with respect to the previous models is thdeftendent variable is regressed
onBidask andAX; in the contemporaneous regression, an8ialask _; andAX; 1 in the predictive regres-
sion. The resultant estimates show that relative increments in bid-askispesawell as relative reduction
in net notional CDS volumes, can be consistently related to larger dispéndiom CDS curve. Once more,
Bidaskturns out to be a particularly significant determinant. HoweMetyoltends to be marginally signifi-
cant in this context. The variabl€ontractsandDefaultdo not seem to play any role, and market volatility is
positively but not significantly related to the noise measure. As in Panelsfetidence is robust to different
estimation techniques and remains valid even when considering lagged vhlhhese state variables in a
predictive regression.

In short, the price discrepancies of observed CDS spreads withctaspihe theoretical prices implied
by the PS model do significantly covariate with state variables that charadléguaidity in the CDS market.
This relation is so strong that illiquidity-related variables can be used evetiase predictors of mispricing
in the short-term. The evidence is particularly significant for bid-askagtsreas generally expected from
the theoretical and empirical considerations in the previous literature. ditiGaad our analysis reveals a
significant relation with outstanding net volumes, a variable at our dispasiah has not been used in
previous literature. This evidence merits a special mention because a sighietation of CDS pricing
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errors withNetvol reinforces the empirical suitability of the arbitrage-capital hypothesis ine§eh and
Vishny (1997). The estimates of the elasticity coefficient on this variableegative and highly significant
in most cases, implying that a relative reduction in net volume is systematicadgiates] with increments in
the variability of pricing errors. This result is particularly meaningful hessareductions in net volume can
be interpreted as increments of offsetting transactions, which is consigtarda greater number of market
participants unwinding positions, particularly, during times of distress. élezansistent with the theoretical
claims in Schleifer and Vishny (1997), larger price discrepancies catabsed by the temporary exit of
market participants.

This result provides empirical support to the generality of the measuppged by Hu et al. (2013) in
the context of CDS markets, as it essentially agrees with the main concluseawms by these authors in the
context of Treasury bonds. Finally, it should be noted that the ovetidiéece reported in this section strongly
suggests that single-factor intensity models, distinctively intended to cagetaslt risk, may systematically
lead to large pricing errors in a distress scenario characterized by highditigrisk; as these neglect the
influence of this risk-factor. As in the case of the BS model discussedia &eal. (1999), extensions of this
models that do not accommodate liquidity risk may lead to substantial pricingerror

6 Robustness checks

This sections shows the results from different robustness chedkgagtinto two main categories. On the one
hand, we discuss the general suitability of the model specification agé#festdt considerations. We firstly
analyze if the overall evidence can be extended to both AE and EE, ord #re heterogeneous patterns
attending to creditworthiness. We also discuss if the estimated models could lmvéah@ignificantly by
adding further variables, or if the results are robust to alternativeitiefia of the main proxy variables
involved in the analysis. On the other hand, we analyze whether usingaaiterpricing models could lead
to substantial changes in the main qualitative results discussed previolrymdin conclusion from this
analysis is that the overall evidence is robust to all these considerations.

6.1 Model specification

A) Differences between advanced and emerging economies

Paralleling the analysis in the main section, Table 9 reports the main outcometh&q@anel-data anal-
ysis on the subsamples of emerging countries (Panel A) and advarmeoh@es (Panel B). The main aim
of this analysis is to determine if the conclusions apply uniformly over all thatcies, of if there are dif-
ferences attending to this consideration. For conciseness, we displesthies corresponding to Model II,
in which the dependent variable is regressed ag@itsiskandAX;;. The main qualitative conclusions are
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fairly similar for the remaining models, but we report the results for a spatiific that tends to yield more
conservative results.

[TABLE 9 ABOUT HERE]

For both groups of countries, the bid-ask spread variable is alwasiiveoand strongly significant,
independently of the estimation technique. Interestingly, the coefficiergtorolume Netvol is negative and
remains highly significant in statistical terms, but only for the countries in tharagkd economies groups
(see Panel B). The estimates for emerging markets are highly non-signifitaour view, this evidence
shows important differences in CDS pricing in advanced and emergingacts during the sample period
analyzed which is consistent with the fragmentation hypothesis in the CDS nsaiggested by Goldstein
etal. (2013). CDS are contracts used essentially for either specudatieglging purposes. The evidence that
relative changes in net volume is not significant on the group of emergingetsaover the period analyzed
suggests that trading activity on these markets is primarily intended for hepggipgses. Conversely, the
evidence of illiquidity-related mispricing in the CDS written on the AE group, mosiimpgosed of European
countries, would be consistent with speculative activity. This interpretéiafso consistent with the view
of the European banking crisis as a ‘carry trade’ behavior of badesAcharya and Steffen (2012).

B) Additional explanatory variables

Together with the set of variables discussed previously, we includedhheruof additional explanatory
variables. Most of these variables are global, i.e., variables that are aofiomall the countries, and that
reflect major trends in the global economy. These variables in¢jutie 1-day LIBOR, since this represents
the unsecured rate at which banks lend to each other and it is sensitieéatdtaonditions;i) the slope
of the US term structure of interest rates, calculated as the differemwedrethe 10- and 2- year constant
maturity Treasury bond yieldsj ) the noise measure of Hu et al. (2013), representative of illiquidity proxy
of the US sovereign bond markét) the local stock market index returns, as a measure of short-term market
performancey) the spread between the three-month LIBOR rate and the Overnight Ivesx iGtes, as a
proxy of counterparty risk, since this variable captures the marketegpens of future official interest rates
set by central banks, and aggregates the perceptions of coutyeiplrin credit markets. There exists a
strong degree of correlation between these variables. Not surpridingigfore, in the estimation of Model |
and Il extended with these variables, most of the related coefficientsnwesignificant, which suggests that
a simpler model that mainly exploits local information is parsimonious enoughudostises all the relevant
information to explain systematic trends in CDS mispricing. The main results, limidgrthe crucial role
played by illiquidity-related variables on price biases, remain unaltered. dM@tpresent these results for
the sake of saving space, noting that they are available upon request.

C) Financial distress-related deterministic indicators
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We include time dummies signaling the occurrence of major sovereign eventsdarttpe, such as the
Greek and Ireland bailouts, and the downgrade of Portugal. The main &inisislate the estimates of the
main parameters from the influence of these events. To this end, we aeasate extended model with
dummies in the unconditional mean and cross-effects with all the local vasiableur model. The main
qualitative results from the analysis do not differ substantially from thassudsed previously, suggesting
that bid-ask spreads and net volumes are major drivers and evectpredf the noise measure in the sample.
Interestingly in this analysis, some variables such as trading activity amdilttsEem to gain statistical
significance, with the crossing-effects being particularly significanttferbid-ask spreads, net volumes and
default in nearly all model specifications. As a further check, we tepethis exercise by extending the
time window effect of the dummies until one, two, three and four weeks afegvhnt, noting that the main
gualitative conclusions are essentially the same as those reported pievious

D) Definitions of proxy variables

We also analyzed the sensitivity of the results to the way in which the main pemigbles were con-
structed. In particular, the bid-ask is defined as the 5-year maturity kid-Blsis particular choice was
motivated by a criterion of homogeneity, since the trading-related varisdu@sgdted by DTCC mainly refer
to this maturity. Nevertheless, since bid-ask spreads are available atniffeaturities, we analyzed the
sensitivity of the results to this consideration, considering bid-ask spaahy of the available maturities
and even a sample average. Additionally, we consider a different fiooxyarket-wide volatility in the stock
market, using a measure of realized volatility defined as the weekly sumalfitdsalued daily returns. The
evidence discussed previously is not affected in any significant walydse considerations.

6.2 Alternative pricing models

The main results discussed in the previous sections build on the PS pricing) i@titer pricing approaches
are possible, since the definitive functional form of the default pot&sremains an open question in this
literature. Consequently, we consider two alternative pricing models, naanglyadratic intensity function
(QIF) suggested by Houweling and Vorst (2005), and the semi-paraniid) model suggested by Nelson
and Siegel (1987). Like PS, these alternative approaches rely ors@@8&ds to directly measure the credit
risk attributable to default risk and do not explicitly accommodate other rigkrfgcsuch as liquidity risk.
The main methodological difference, however, is that the theoretical teuctgre is characterized on cross-
sectional estimates at a particular date, whereas PS uses maximum-likelihoediinetseries context. The
advantage is that QIF and NS build on flexible semi-parametric specificatmtrgtinot impose distributional
assumptions on the data. This feature allows us to ensure that the main qeatitetdlusions are not driven
by the assumptions implied in Pan and Singleton (2008).

The QIF approach builds on a second-order degree polynomial to rttededrm-structure of the risk-
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neutral default intensity at maturity; at timet, namely,
AS(me) =l +sm; + g, (15)

where the parameteks s andc; capture the level, slope and curvature of the default term structupmaes
tively, with m; denoting the time to maturity. Houweling and Vorst (2005) argue that this apbraorks
reasonably in practice. The main advantage of this specification lies on its dog&ibial tractability, but
some readers may deem it as excessively simplistic.

The NS approach is a more sophisticated pricing model that attempts to cagtuiefdilt spread term
structure at timé by parsimoniously fitting a smooth curve to the cross-sectional data, namely,

e M 1—e UM

1
Q _ _ _
A (M) = &+ Ex e + & e exp(—yme), (16)

where the paramete(gy, &x, %)’ are latent dynamic factors that admit a precise economic interpretation.
In particular,&é; can be viewed as the long-term mean of the default inten&ityis related to the slope of
the spread term-structure, sine€y = )\tQ(oo) — )\IQ(O); &3 is closely related to the curvature of the shape.
Finally, y is related to the convexity of the curve and controls the position, magnituddigewdion of the
hump of the spread curve. Remarkably, the NS approach providesmesmonding default rate for a con-
tinuous of maturities, so additional interpolation is not necessary. Morgibn® modeling approach avoids
the over-parametrization, allowing for monotonically increasing or detrgasnd hump shaped default term
curves. Jankowitsch et al. (2008) set an extensive comparison pfithireg properties in the bond market for
several parametrizations of the default intensity, concluding that the iNalsd Siegel (1987) specification
turned out to be optimal.

Recalling that the (annualized) price of a CDS contract for matunigt timet obeys(6), we can use
the following discretized version of this formula for computing the spreadkiuboth the QIF and NS
approaches,

-b \

Zm*% A D)epg (m) = (1 R@)Ze—%“ [ R0 _ e A0, (17)
j=1 =

where)\tQ(mr) denotes the risk-neutral default intensity at matumiy andR€ is the recovery rate. Consis-
tent with previous literature, we set the risk-neutral recovery rate tg 46 for instance, Berndt and Obreja
(2010). We also assume a constant default intedgitywhich results irCDS (m;) ~ A2 (m;)(1—R®?). The
parametersly, s, c) and(&y, &x, &, ){)/ that characterize the QIF and NS models are estimated using linear
and non-linear least squares, respectively, given the observable €DS; see, for instance, Okane and
Turnbull (2003) and Houweling and Vorst (2005). Singén the NS model should be positive in order to
assure convergence to the long-term vajue we impose the constrainég; > 0, &i; + &x > 0 andy > 0
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in the numerical optimization of the objective loss-function of this model. Giverrésultant estimates, it
is straightforward to compute theoretical term-structure CDS prices andehédetermine the noise measure
with respect to the observed pricgbS.

[FIGURE 5 ABOUT HERE]

Figure 5 shows the time series of the cross-country median of the theofei&aspreads implied by the
three different pricing models considered in this paper. For compaatises, the figure also reports the
gg-plots of these series in logarithms. Clearly, all these model-implied CD&dsptend to exhibit similar
time series features on average. The pairwise correlation between theimplied prices from PS and those
from QIF and NS are about 76% and 74%, respectively. Similarly, thesledion between the theoretical
prices generated with the QIF and NS models is nearly 80%. Note that the @B&ls implied by PS and
NS have a similar level and tend to overlap, but the latter display a consligldetiyee of additional volatility.
Theoretical prices from the QIF model exhibit similar time series propertidseasther two methodologies,
but the average is downward shifted, i.e., prices are systematically smaller.

[TABLE 10 ABOUT HERE]

Table 10 reports the main results from the analysis of determinants of thea@tFNS-based noise
measures. For ease of exposition, we report the estimates of Table 10 thatirthe dependent variable
Innoisepsit is now computed according to the residuals of either the QIF or the NS models.sux
prisingly, the strong correlation between the theoretical prices gendrgtdabse pricing methodologies is
consistent with the main qualitative evidence discussed in Section 5.2, andoit adfected in qualitative
terms. Independently of the pricing framework, all the different proaayables for market-wide liquidity in
the CDS market exhibit the expected signs and are statistically significamtdBrepeaking, the estimates in
the QIF-implied noise equation are closer to those reported previouslypakide expected in view of the
correlation between these series. The main conclusion, therefore, jwittiag errors from default single-
factor models can be consistently related to market-wide illiquidity variables h&svether indicators of
financial distress.

7 Concluding remarks

The term structure of fixed-income derivative products must be contistgiced across maturities under the
absence of arbitrage opportunities. In practice, however, tempoisgsedancies between observed prices
and theoretical values can arise as a consequence of market friaticimas illiquidity. While the extant
literature has documented both theoretically and empirically the sheer infloéiitquidity-related costs
on arbitrage-free option pricing models, the evidence for other dervatarkets is generally scarce, and
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plainly nonexistent for CDS. The main objective of this paper has beenniloate to this literature by
documenting the existence of systematic illiquidity-related patterns in the prigiogs@mplied by some of
the most popular pricing models used to value CDS spreads. To this endgweeniplemented different
panel-data estimation techniques on a broad sample of sovereign CDS ioritfies

The main evidence in this paper is remarkably robust and suggests tleatjgécepancies in CDS matr-
kets can systematically be related to illiquidity factors. Pricing errors tend todmey during periods of
significant distress, such as the collapse of Lehman Brothers or thedauralebt crisis, as expected under
the general arbitrage capital hypothesis. The panel-data analysis eebtifiask spreads and a higher level
of offsetting transactions as key economic determinants, and even predaftgreater pricing errors. The
overall evidence is largely consistent with the hypothesis that arbitrag&leaxits the market during times
of distress, causing assets to be traded at prices significantly difteréimeir fundamental value. Accord-
ingly, theoretical pricing models that fail to properly accommodate the addittmmapensation required for
market maker risks can systematically lead to pricing errors in this context.

This evidence is important for different agents, including investors wéetin the CDS market and
supervisory organisms that use CDS transaction prices as reliable imdioatbhe underlying economic con-
ditions. On the one hand, most investors trade in the CDS market for eith@wlafive or hedging purposes.
For both types of agents, the overall evidence that state-of-the-é8tfibing models can generate prices
that systematically depart from real prices is particularly relevant forcism@mic implications. Investment
decisions based on the theoretical prices generated by these models thay sedooptimal results in a
distress scenario. On the other hand, regulators and supervisanyisnts often closely monitor financial
and economic time series looking for signals that may anticipate a financiabniegk The CDS market
provides natural indicators for this end, since CDS spreads conveyriafion on market expectations of
creditworthiness. However, if CDS spreads are wrongly assumed iy seflect default risk, the severity of
the underlying market conditions could be largely overestimated, particuiatiing periods of distress. In
this context, transaction prices may no longer reflect fundamental vddutalso include large illiquidity-
risk premiums, as directly suggested by the recent literature on the fiels¢oafidned from the empirical
findings in this paper. The case of peripheral European countries imitts of the European sovereign crisis
perhaps illustrates this point accurately, since sovereign CDS contratdnaded at excessively high prices
to solely reflect credit default risk premiums.
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Table 1. Descriptive statistics of sovereign CDS spreads

1 Year 5 Year 10 Year
Country Mean Median Std. Mean Median Std. Mean Median Std. s.0b
Argentina 855.99 417.60 1213.68 964.41 741.90 897.20 971.52.33 818.27 358
Australia 25.28 23.26 21.34 44.44 44,12  33.31 52.83 49.86 4238 358
Brazil 66.68 54.89 58.44 145.45 125.15 68.66 183.24  159.825.946 358
China 36.40 28.02 34.56 75.08 70.66 52.20 91.33 85.87 56.96 58 3
France 28.43 18.64 34.56 58.68 36.59 63.73 67.95 40.01 72.10358
Germany 13.70 10.12 14.09 33.20 30.34 30.68 41.87 32.98 938.5 358
Indonesia 115.81 69.65 135.04 220.09 174.77 146.64 267.997.32 134.62 358
Italy 105.96 51.38  136.00 148.06 99.36 157.39 152.20 103.239.60 358
Japan 18.74 13.78 18.48 51.68 49.84  40.56 67.74 61.69 53.23 58 3
Mexico 65.23 43.25 70.05 126.82 113.81 83.61 152.74 144.02.718 358
Saudi Arabia 80.46 78.08 33.46 115.66 105.33 52.18 126.616.901 54.03 228
South Africa 76.68 50.83 95.17 145,58 140.81 97.30 168.30 2.686 90.91 358
South Korea 72.14 45.62 90.36 107.71 97.71  91.43 122.58 0115. 89.50 358
Spain 115.71 61.41 130.30 154.04 93.08 163.13 153.47 94.381.73 358
UK 30.17 25.57 22.86 63.16 65.95 30.81 72.70 77.96 31.32 261
us 18.72 19.23 13.90 38.34 40.25 16.72 40.09 42.00 22.50 334

Summary of the main descriptive statistics of CDS spreadsviels for each country. Maturities are 1-, 5- and 10-year,
respectively. Sample comprises from January 2006 to Noee@®12, with the exception of Saudi Arabia, the UK and
the US, which covers from December 2007 to November 2012a Datjuency is weekly.
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Table 2. Trading activity statistics

Absolute measures (in differences) Relative measures\@id)
Contracts Gross vol. (USD mill.) Net vol. (USD mill.) Contta (%) Gross vol. (%) Net vol. (%)

Country Mean Std. Mean Std. Mean Std. Mean  Std. Mean Std. Me&td. Obs.

Argentina -8.10 139.49 -65.41 1131.25 -4.67 88.93 7.68 2.05 4.59 1.10 1.72 0.48 208
Australia 19.52 57.22 199.93 490.71 22.82 91.42 185 116 211. 0.70 199 1.17 185
Brazil -8.47 332.03 41.30 3331.37 27.03 287.98 1580 3.90 .5613 2.16 11.55 0.61 208
China 30.75 143.53 267.06 1132.89 35.12 146.53 5.66 1.34 5 3.40.58 3.84 143 208
France 33.45 219.88 739.41 3401.11 58.43 388.13 457 219 74 6.2.02 11.27 254 208
Germany 24.66 114.78 548.28 2375.90 34.98 277.43 3.48 1.04 .05 7 0.80 12.05 0.77 208
Indonesia 6.30 142.31 49.67 1056.35 6.57 76.64 6.52 125 2 3.20.64 1.98 0.26 208
Italy 45.14 309.60 1123.34 6169.96 16.49 473.74 959 114 .282 114 18.95 4.54 208
Japan 35.61 173.52 345.55 1593.84 46.36 118.10 461 252 4 3.1.33 446 1.66 208
Mexico 10.54 185.17 212.91 1656.96 23.71 145.28 12.77 276 659 1.22 5.87 0.55 208
South Africa 10.96 92.52 98.21 670.39 1.58 78.67 6.37 1.19 603. 053 187 0.44 208
South Korea 21.05 238.28 152.41 2063.22 6.86 149.90 9.438 1.5 5.53 1.20 3.68 0.93 208
Spain 38.53 320.06 697.09 5201.09 -8.15 334.01 7.03 1.61 7610. 0.95 12.03 2.24 208
UK 20.42 100.69 280.22 1357.33 31.60 194.12 3.95 157 39698 0. 6.48 1.92 208

us 4.09 39.39 83.46 640.63 10.74 127.24 0.90 0.40 1.39 0.37 49 20.52 208

Summary of the main descriptive statistics of CDS volumesdnements for each country. Relative measure includesatie of each country value with
respect to the remaining G20 countries. Sample comprieas lftovember 2008 to November 2012. Data frequency is weekly.
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Table 3: Liquidity and veracity index of CDS spreads

Bid-ask spread Veracity index
1-Year 5-Year 10-Year All maturities
Country Mean Median Std. Mean Median Std. Mean Median Std. arMeMedian  Std. Obs.
Argentina 79.03 28.82 139.30 36.75 12.48 83.41 39.37 15.06.898 1.71 1.80 0.22 358
Australia 6.63 5.63 5.39 4.81 3.39 359 5.03 396 3.16 1.91 901.0.03 358
Brazil 7.01 5.01 5.75 3.54 2.58 2.93 5.03 4.00 2.73 1.71 18210 358
China 6.94 5.20 6.77 4.64 390 391 5.00 424  2.88 1.84 1.904 0. 358
France 3.49 3.06 2.86 3.11 292 1.74 4.50 329 270 1.83 1.809 0 358
Germany 2.60 2.00 2.38 2.65 262 1.32 3.55 3.12 216 1.85 1®B09 358
Indonesia 18.11 10.54  20.55 9.07 5.18 10.40 10.64 806 969 .78 1 190 0.21 358
Italy 9.44 6.70 9.36 4.52 3.70 331 6.72 441 4.66 1.80 1.8012 0. 358
Japan 3.88 2.00 4.66 3.88 3.00 240 4.47 3.58 2.63 1.92 1.907 0. 358
Mexico 7.28 5.67 5.64 3.77 3.00 2.59 4.96 400 253 1.77 1.8a70 358
Saudi Arabia 24.83 16.65 21.05 15.58 10.01 13.58 13.52 9.38.311 1.92 1.90 0.04 228
South Africa 13.68 7.01 17.75 6.45 4.32 7.55 8.03 5.19 703 771. 180 0.17 358
South Korea 10.01 6.23 12.09 5.09 400 451 5.31 429 350 7 17 180 0.17 358
Spain 9.56 7.41 10.03 4.87 3.71 3.04 6.31 448 537 2.05 1.889 0 358
UK 4.98 3.82 4.14 4.20 3.73 212 5.03 413 2.69 1.82 1.80 0.06 61 2
us 6.20 5.90 3.21 5.15 494  2.08 5.56 490 2.53 1.85 1.80 0.06 34 3

Descriptive statistics of bid-ask spreads and veracitgxridr available G20 countries. Maturities for bid-ask sgi®are 1-, 5- and 10-year, respectively.
Veracity index is computed across all available maturiti&smple comprises from January 2006 to November 2012, idtlexception of Saudi Arabia, the
UK and the US, which covers from December 2007 to NovembeR 2Data frequency is weekly.



Table 4 Maximum likelihood estimates

Firm KQ kQoTU o KT kT or oG RQ LogLk
Argentina 0.0977 -0.3111 1.1515 0.4100 -1.3947 0.0158 0.0100 10055.49
(0.0109) (0.0345) (0.0054) (0.4271) (1.4933) (0.0000) (0.0032)

Australia -0.1576 0.5665 0.8519 2.0488 -9.7753  0.0006 0.6568 14361.35
(0.0055) (0.0253) (0.0086) (1.0181) (4.9049) (0.0000) (0.0246)

Brazil -0.0372 0.3160 0.9967 1.4271 -6.0946 0.0015 0.7120 18082.42
(0.0046) (0.0235) (0.0058) (0.5463) (2.2478) (0.0000) (0.0065)

China -0.0725 0.2836 1.0452 0.6028 -3.2016 0.0010 0.6741 19873.02
(0.0051) (0.0270) (0.0048) (0.5508) (2.7026) (0.0000) (0.0124)

France -0.3077 1.2479 0.7489 0.7476 -3.9226 0.0008 0.7792 20549.94
(0.0044) (0.0180) (0.0026) (0.2650) (1.4954) (0.0000) (0.0050)

Germany -0.3294 1.4366 0.7977 0.3122 -1.8284 0.0006 0.7966 21590.77
(0.0049) (0.0226) (0.0046) (0.4622) (2.6673) (0.0000) (0.0075)

Indonesia 0.0262 -0.0780 1.0802 0.8218 -3.6363 0.0026 0.3690 16292.0
(0.0029) (0.0152) (0.0064) (0.5350) (2.2836) (0.0000) (0.0129)

Italy -0.1439 0.4858 0.8729 0.0935 -0.3948 0.0016 0.7069 18222.76
(0.0065) (0.0231) (0.0044) (0.3268) (1.2389) (0.0000) (0.0049)

Japan -0.2444 1.0591 1.0024 0.6477 -3.9007 0.0008 0.4715 20608.46
(0.0037) (0.0181) (0.0060) (0.5088) (3.3369) (0.0000) (0.0139)

Mexico -0.0637 0.3664 0.9337 0.1722 -0.8381 0.0009 0.7454 19782.02
(0.0031) (0.0140) (0.0050) (0.3099) (1.2314) (0.0000) (0.0030)

Saudi Arabia -0.1952 0.6712 0.6739 0.9137 -3.8040 0.0007 0.5927 08323
(0.0027) (0.0093) (0.0068) (1.0620) (4.2584) (0.0000) (0.0124)

South Africa 0.2871 -1.2749 1.9191 0.5267 -2.9677 0.0012 0.7046 18922
(0.0061) (0.0393) (0.0076) (0.5213) (2.6152) (0.0000) (0.0061)

South Korea -0.0087 0.1557 0.8793 0.3607 -1.6318 0.0011 0.8246 3178
(0.0017) (0.0066) (0.0019) (0.2136) (0.7573) (0.0000) (0.0015)

Spain -0.0720 0.0833 0.8929 0.1361 -0.8052 0.0014 0.0335 18550.07
(0.0018) (0.0063) (0.0039) (0.1944) (1.1928) (0.0000) (0.0066)

UK 0.2227 -1.2409 1.7872 0.4324  -2.8469 0.0008 0.7695 14987.91
(0.0236) (0.1769) (0.0105) (0.8604) (4.8489) (0.0000) (0.0350)

us 0.0176 -0.1397 0.8465 0.2009 -1.1237 0.0005 0.7390 15755.24
(0.0028) (0.0151) (0.0047) (0.3980) (2.1537) (0.0000) (0.0138)

Maximum likelihood estimates for the Pan and Singleton (2008) model. Sthedars are in parenthesis?, 62 ando@ denote
the mean-reversion, long-run mean and instantaneous volatility of ld&fansity process\@ under theQ) probability measure,
respectively. Similar convention applies for the parameters of the olgecteasuré. oy is the standard deviation mispricing
errors, andRQ the recovery rate. LogLk is the log-likelihood. Data frequency is weekly ia comprises from January 2006 to
November 2012, with the exception of Saudi Arabia, the UK and the U&hadovers from December 2007 to November 2012.
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Table 5: Descriptive statistics of the noise measure

Percentiles

Country Mean Median Std  Min Max 5% 95% N
Argentina 85.70 43.87 136.40 4.41 1111.39 7.84 47210 358
Australia 4.42 2.66 4.67 0.33 21.44 128 17.47 244
Brazil 12.11 10.78 9.46 1.06 57.31 254 32.18 358
China 7.44 4.96 6.10 0.40 2790 122 18.76 358
France 5.80 3.80 589 0.42 28.09 1.18 1951 358
Germany 4.52 3.11 4.37 0.37 18.75 0.61 15.08 358
Indonesia 17.79 12.47 19.06 1.39 21945 4.77 59.08 358
Italy 11.37 585 11.13 1.62 66.65 2.88 59.08 358
Japan 5.80 4.66 491 041 26.19 0.82 15.18 358
Mexico 7.87 6.68 493 1.49 56.84 2.36 16.25 358
Saudi Arabia 5.58 4.92 391 0.85 1824 1.05 1462 228
South Africa 9.91 7.90 7.01 2.02 56.34 3.01 21.92 358
South Korea 9.48 7.80 6.45 221 43.66 2.97 21.58 358
Spain 10.11 6.33 10.19 1.09 62.43 1.60 30.39 358
UK 6.84 5.33 3.83 1.40 17.75 252 13.65 261
us 4.57 3.87 273 0.53 17.22 112 10.52 257
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Table 6. Contribution of maturities to the noise measure

Maturity (years) Rank

Country 1 2 3 4 6 7 8 9 10 mean median std

Argentina 59.20[64.57] 39.44[43.48] 26.28[25.96] 12.86[10.96] 9.63[8.29] 16.62[14.41] 20.82[19.09] 23.33[21.70] 25.03[22.06] 1 1 1
(25.81) (17.12) (14.46) (8.64) (5.99) (10.94) (13.58) (15.45) (17.18)

Australia 32.54[30.35] 33.99[36.81] 29.68[31.98] 18.34[18.85] 19.84[22.82] 29.79[33.45] 35.43[40.18] 35.42[38.99] 36.84[38.73] 10 8 1
(19.37) (13.36) (12.13) (5.16) (6.52) (8.81) (10.74) (13.34) (16.91)

Brazil 45.51[46.10] 38.02([39.11] 29.17[29.16] 19.19[18.09] 12.34[12.82] 23.07[23.98] 27.54[30.13] 31.48[34.35] 34.65[37.58] 1 1 1
(20.02) (16.35) (15.08) (9.89) (5.44) (9.97) (11.48) (12.46) (15.00)

China 32.38[34.97] 30.05[31.72] 26.99[25.91] 14.22[14.35] 13.20[13.62] 25.63[25.53] 32.53[34.76] 39.17[42.11] 43.48[42.66] 10 10 1
(20.41) (17.18) (17.10) (8.72) (4.65) (9.74) (13.62) (13.70) (15.45)

France 51.69 [56.95] 38.86[40.00] 26.43[26.19] 14.83[15.18] 12.67[12.14] 21.10[20.01] 26.06[25.56] 29.84[30.26] 33.23[34.31] 1 1 1
(23.13) (13.49) (13.11) (7.31) (6.33) (10.28) (11.89) (13.07) (14.98)

Germany 49.90[48.16] 34.25[36.11] 27.66[27.80] 16.30[16.30] 13.11[11.94] 20.94[20.13] 26.09[27.57] 30.20[31.35] 34.33[36.45] 1 1 1
(24.23) (14.19) (13.62) (8.32) (8.97) (12.58) (13.34) (13.56) (16.91)

Indonesia 49.28[52.52] 39.09[42.88] 32.23[33.74] 16.00[15.08] 11.43[10.67] 19.19[18.37] 23.36[24.69] 27.70[29.56] 33.67 [35.59] 1 1 1
(20.69) (15.39) (14.46) (10.57) (5.71) (11.18) (12.34) (14.60) (17.32)

Italy 56.68[62.50] 38.35[40.10] 23.07[20.12] 10.55[9.43] 9.94[9.05] 15.84[15.53] 20.30[17.83] 25.74[19.83] 31.62[25.89] 1 1 1
(25.15) (15.63) (12.34) (6.89) (7.21) (11.01) (13.82) (17.64) (22.43)

Japan 50.76 [51.81] 31.10[32.09] 23.50[24.07] 15.25[14.62] 13.70[12.44] 20.94[20.40] 26.14[27.52] 30.73[33.80] 36.03[39.31] 1 1 1
(23.04) (17.87) (14.59) (10.50) (9.37) (12.80) (13.69) (14.66) (17.26)

Mexico 54.74[60.15] 31.38[33.05] 22.05[20.11] 12.71[12.02] 10.24[10.10] 18.80[17.59] 24.04[24.48] 29.20[29.36] 37.42[39.57] 1 1 1
(23.02) (18.31) (15.47) (8.80) (6.15) (12.05) (13.29) (14.58) (18.26)

Saudi Arabia 45.83[49.00] 42.25[51.60] 29.08[30.30] 14.18[14.85] 14.26[11.00] 21.43[8.74] 23.37[15.14] 23.34[23.76] 26.08[30.92] 1 2 1
(23.54) (20.42) (14.94) (6.90) (12.41) (20.54) (17.26) (14.96) (17.48)

South Africa 51.74[53.49] 43.14[44.69] 28.56[29.00] 12.90[12.43] 10.93[10.94] 18.72[18.02] 23.76[24.78] 27.86[29.52] 32.05[32.61] 1 1 1
(20.47) (17.55) (13.49) (8.34) (5.49) (9.47) (11.32) (12.83) (15.97)

South Korea 42.58[46.70] 33.18[38.94] 24.65[23.62] 13.73[10.74] 11.50[11.11] 21.41[20.69] 28.55[27.83] 34.73[33.22] 39.56 [35.31] 1 1 1
(24.95) (19.33) (15.63) (9.97) (6.97) (9.16) (11.69) (14.52) (17.28)

Spain 53.61[53.09] 38.12[35.18] 26.17[26.45] 13.42[11.47] 11.38[10.33] 17.79[18.63] 22.64[21.77] 26.79[25.95] 32.24[28.97] 1 1 1
(23.56) (17.66) (11.36) (8.32) (6.94) (10.92) (14.08) (16.75) (19.69)

UK 44.92[43.98] 43.73[50.74] 36.82[35.30] 17.47[15.47] 12.07[11.30] 19.81[18.64] 24.12[22.98] 26.39[26.30] 27.64[27.88] 1 2 1
(23.48) (17.42) (18.84) (9.36) (5.79) (8.74) (10.43) (11.69) (13.49)

us 26.93[22.47] 32.76[32.93] 26.99[26.16] 13.86[14.21] 12.71[13.68] 22.44[25.36] 32.78[35.99] 41.59[45.79] 48.62[53.52] 10 10 1
(21.19) (14.90) (14.31) (6.82) (5.36) (8.77) (10.31) (11.53) (13.63)

Main descriptive statistics for the contribution (in percentage) of differeaturities to the noise measure. The Table reports
the mean, median (in brackets) and standard deviation (in parenthasisfics, respectively. The contributi@a (m;) is defined
as|CDS(m) —CDS(m)|/&. The contributionw (5) is zero by construction and has been omitted. Column Rank reports the
maturity with highest value in mean, median and standard deviation, tesbgc
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Table 7: OLS regressions of principal components of the noise measure

Constant VIX Default DJIndex PClnetvol PC1BA5y Agf- N
Panel A.- PC1 vs Global variables

0.0397 0.0618* 18.20 227

(0.0353) (0.0086)

0.0413 1.8627* 5.00 227

(0.0381) (0.5188)

0.0415 -0.0027* 21.79 227

(0.0346) (0.0003)

0.0426 -0.4468 1.38 185

(0.0410) (0.2366)

0.0371 -0.2316* 10.99 227

(0.0369) (0.0431)

0.0633 0.03686 -0.0273 -0.00186 -0.4358 -0.1173 25.75 185
(0.0364) (0.0183) (0.7145) (0.0007) (0.2107) (0.0778)
Panel B.- PC2 vs Global variables

0.0074  -0.0678* 10.59 227
(0.0527)  (0.0128)

0.0032 -3.3799* 8.35 227
(0.0534) (0.7273)

0.0062 0.002* 8.06 227
(0.0535) (0.0005)

0.0113 0.1716 -0.17 185
(0.0356) (0.2058)

0.0108 0.4195*  17.96 227
(0.0505) (0.0590)

0.0033  -0.0128  0.2222 0.0010 0.1786 0.0030 456 185

(0.0356) (0.0179) (0.6990) (0.0007) (0.2061) (0.0761)
Standard errors in parentheses
*p<0.05,*p<0.01,"*p<0.001

OLS estimates for the first (PC1) and second (PC2) principalponents of the noise measure against a
set of regressors. Panels A and B report the beta estimatdeefmdividual and jointly regressions of PC1
and PC2, respectively. Last column includes the adjustsquRaed. Sample period spans from July 2008
to November 2012.
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Table 8;: Panel-data estimates of noise determinants

Predictiv@wo-way cluster

Instrumental Fixed Effects

Two-way cluster Panel-data Fixed-Effects
Estimate Est. Error  p-value Estimate Est. Error  p-value Estimate Est. Error  p-value Estimate Est. Error  p-value
Panel A.- Model |
logBidaskspread5Y 0.5251 0.0766 0.00 0.5251 0.0718 0.00 0.5330 0.0318 0.00 0.5104 0.0842 0.00
logContracts 0.5780 0.1596 0.00 0.5780 0.1554 0.00 0.5650 0.0417 0.00 0.5593 0.1598 0.00
logNetvolume -0.3193 0.1338 0.02 -0.3193 0.1325 0.03 -0.2970 0.0522 0.00 -0.2823 0.1296 0.03
Marketvolatility 0.7383 0.4554 0.11 0.7383 0.3617 0.06 0.7372 0.4698 0.12 0.1310 0.2811 0.64
Default 0.1223 0.1044 0.24 0.1222 0.0990 0.24 0.1338 0.0276 0.00 0.1477 0.1067 0.17
Constant -5.4617 2.4059 0.02 -4.9798 2.3723 0.05 -5.4003 0.8978 0.00 -6.1473 2.2953 0.01
Country Dummies Yes Yes Yes No No No No No No Yes Yes Yes
Observations 3131 3131 3131 3131 3131 3131 3101 3101 3101 3101 3101 3101
R2-coefficient 0.9418 0.9418 0.9418 0.9418 0.9418 0.9418 - - - 0.9417 0.9417 0.9417
Estimate Est. Error  p-value Estimate Est. Error  p-value Estimate Est. Error  p-value Estimate Est. Error  p-value
Panel B.- Model Il

logBidaskspread5Y 0.5740 0.0611 0.00 0.5740 0.0587 0.00 0.5835 0.0207 0.00 0.5604 0.0612 0.00
AlogContracts -0.2468 0.3914 0.53 -0.2468 0.3522 0.49 -0.2549 0.3100 0.41 -0.2123 0.3634 0.56
AlogNetvolume -0.8498 0.5392 0.12 -0.8498 0.4878 0.10 -0.9074 0.3436 0.01 -1.0404 0.5328 0.05
AMarketvolatility 0.2862 0.3600 0.43 0.2862 0.2764 0.32 0.2153 0.3742 0.57 0.0917 0.2950 0.76
ADefault -0.2199 0.4621 0.63 -0.2199 0.3897 0.58 -0.0563 0.1950 0.77 -0.2178 0.4554 0.63
Constant -8.6457 0.1042 0.00 -7.3340 0.0961 0.00 -7.3464 0.0347 0.00 -8.6218 0.1051 0.00
Country Dummies Yes Yes Yes No No No No No No Yes Yes Yes
Observations 3115 3115 3115 3115 3115 3115 3099 3099 3099 3099 3099 3099
R2-coefficient 0.9355 0.9355 0.9355 0.9355 0.9355 0.9355 - - - 0.9349 0.9349 0.9349

Panel data estimates for noise measure using different standard estimatimdsneThe mispricing errors have been computed using the
Pan and Singleton (2008) model. Panel A shows the results for variablegels and Panel B for variables in differences. First column
corresponds with pooled time-series cross-sectional regressions wihaw cluster-robust standard errors accounting for country aekw
clusters. Second column shows the fixed effect with robust standiamd @0 autocorrelation and heteroskedasticity. The last two columns

present the estimation for fixed effects and two-cluster using laggeessas.
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Table 9: Panel-data estimates of noise determinants separated by economic group

Two-way cluster Panel-data Fixed-Effects Instrumental Fixed Effects Predictivwo-way cluster
Estimate Est. Error  p-value Estimate Est. Error  p-value Estimate Est. Error  p-value Estimate Est. Error  p-value
Panel A.- EE Group
logBidaskspread5Y 0.6416 0.0507 0.00 0.6416 0.0489 0.00 0.6467 0.0239 0.00 0.6218 0.0564 0.00
AlogContracts 0.3284 0.6903 0.63 0.3284 0.7094 0.66 0.3184 0.4928 0.52 0.0445 0.6934 0.95
AlogNetvolume 0.1331 0.5286 0.80 0.1331 0.5253 0.81 0.1501 0.4365 0.73 -0.0350 0.4765 0.94
AMarketvolatility 0.5541 0.3534 0.12 0.5541 0.3433 0.15 0.4677 0.4836 0.33 0.0962 0.2813 0.73
ADefault -0.9532 0.4837 0.05 -0.9532 0.4734 0.08 -0.8947 0.2665 0.10 -0.8658 0.5152 0.09
Constant -7.9771 0.0509 0.00 -6.5870 0.0881 0.00 -6.5979 0.0438 0.00 -7.9609 0.0579 0.00
Country Dummies Yes Yes Yes No No No No No No Yes Yes Yes
Observations 1482 1482 1482 1482 1482 1482 1474 1474 1474 1474 1474 1474
R2-coefficient 0.9658 0.9658 0.9658 0.9658 0.9658 0.9658 - - - 0.9651 0.9651 0.9651
Estimate Est. Error  p-value Estimate Est. Error p-value Estimate Est. Error  p-value Estimate Est. Error  p-value
Panel B.- AE Group

logBidaskspread5Y 0.4221 0.1103 0.00 0.4221 0.1034 0.01 0.4367 0.0378 0.00 0.4221 0.1082 0.00
AlogContracts -0.2773 0.4491 0.54 -0.2773 0.3619 0.47 -0.2589 0.4047 0.52 -0.0834 0.3974 0.83
AlogNetvolume -1.8605 0.8315 0.03 -1.8605 0.7169 0.04 -2.0425 0.5312 0.00 -2.1216 0.7097 0.00
AMarketvolatility 0.0004 0.6135 1.00 0.0004 0.4051 1.00 -0.0644 0.5644 0.91 0.0881 0.5208 0.87
ADefault 0.5519 0.6724 0.41 0.5519 0.5276 0.33 0.8290 0.2797 0.00 0.4654 0.6965 0.50

Constant -8.3786 0.1808 0.00 -7.8933 0.1504 0.00 -7.9065 0.0574 0.00 -8.3794 0.1770 0.00

Country Dummies Yes Yes Yes No No No No No No Yes Yes Yes

Observations 1633 1633 1633 1633 1633 1633 1625 1625 1625 1625 1625 1625

R2-coefficient 0.3349 0.3349 0.3349 0.3349 0.3349 0.3349 - - - 0.3437 0.3437 0.3437

Panel data estimates for noise measure using different standard estimatimusneonsidering two groups of countries and variables in dif-
ferences. The mispricing errors have been computed using the Parireghet@ (2008) model. Panel A shows the results for Emerging
economies (EE) and Panel B for advanced (AE) ones. First colummespmmds with pooled time-series cross-sectional regressions with two-
way cluster-robust standard errors accounting for country anét alasters. Second column shows the fixed effect with robust standans e

to autocorrelation and heteroskedasticity. The last two columns preseggtitmation for fixed effects and two-cluster using lagged regressors.
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Table 10 Panel-data estimates of noise determinants for alternative pricing models

Predictiv@wo-way cluster

Instrumental Fixed Effects

Two-way cluster Panel data Fixed Effects
Estimate Est. Error  p-value Estimate Est. Error  p-value Estimate Est. Error  p-value Estimate Est. Error  p-value
Panel A.- QIF Model
logBidaskspread5Y 0.3695 0.1049 0.00 0.3793 0.1005 0.00 0.3863 0.0233 0.00 0.3471 0.1015 0.00
AlogContracts 0.2102 0.9473 0.82 0.1503 0.4234 0.72 0.0009 0.7996 0.99 -0.2421 1.1060 0.83
AlogNetvolume -2.9275 1.3588 0.03 -2.9305 1.2655 0.02 -3.0072 0.8787 0.00 -2.6033 1.2017 0.03
AMarketvolatility 0.2438 0.4459 0.58 0.2440 0.1639 0.14 0.2848 0.4204 0.50 0.1338 0.4581 0.77
ADefault 1.2566 0.5448 0.02 1.2603 0.3937 0.00 1.5150 0.2191 0.00 1.1011 0.5106 0.03
Constant -9.8490 0.1759 0.00 -9.0103 0.2426 0.00 -8.9705 0.0389 0.00 2.7646 0.1597 0.00
Country Dummies Yes Yes Yes No No No No No No Yes Yes Yes
Observations 3168 3168 3168 3168 3168 3168 3152 3152 3152 3152 3152 3152
R2-coefficient 0.6218 0.6218 0.6218 0.6218 0.6218 0.6218 - - - 0.6178 0.6178 0.6178
Estimate Est. Error  p-value Estimate Est. Error p-value Estimate Est. Error p-value Estimate Est. Error p-value
Panel B.- NS Model

logBidaskspread5Y 0.1550 0.0916 0.09 0.1634 0.0933 0.08 0.1659 0.0231 0.00 0.1446 0.0922 0.12
AlogContracts -0.1028 0.8326 0.90 -0.1247 0.7723 0.87 -0.2073 0.7914 0.79 -0.0557 0.8174 0.95
AlogNetvolume -2.4881 1.0928 0.02 -2.4662 1.0574 0.02 -2.4301 0.8697 0.01 -1.9586 0.9333 0.04
AMarketvolatility -0.0499 0.3436 0.88 -0.0499 0.2936 0.87 -0.0715 0.4161 0.86 0.0746 0.3060 0.81
ADefault 0.4474 0.3876 0.25 0.4438 0.3069 0.15 0.5519 0.2168 0.01 0.5448 0.3800 0.15

Constant -8.5070 0.1573 0.00 -8.0439 0.1640 0.00 -8.0039 0.0385 0.00 -8.4916 0.1563 0.00

Country Dummies Yes Yes Yes No No No No No No Yes Yes Yes

Observations 3168 3168 3168 3168 3168 3168 3152 3152 3152 3152 3152 3152

R2-coefficient 0.2651 0.2651 0.2651 0.2651 0.2651 0.2651 0.2631 0.2631 0.2631 0.2631 0.2631 0.2631

Panel data estimates for alternative noise measure using differentrst@stienation with variables in differences. The mispricing errors have
been computed using a quadratic intensity (Panel A) and Nelson-Siegedl(B) model. First column corresponds with pooled time-series
cross-sectional regressions with two-way cluster-robust standams eccounting for country and week clusters. Second column stiavs
fixed effect with robust standard errors to autocorrelation and heitedasticity. The last two columns present the estimation for fixed effects

and two-cluster regressors.



Figure 1: Cross-sectional median of sovereign CDS for different maturities
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Cross-sectional medians of sovereign CDS spreads of different itrestfor advanced (upper
graph) and emerging (lower graph) economies. Advanced econoreidaiatralia, France, Ger-
many, Italy, Japan, Spain, the UK and the US. The maturities of CDS contnacts-, 5- and
10-year, respectively. Vertical bars denote some crisis events. drhpls period spans from
January 2006 to November 2012. Data frequency is weekly.



Figure 2: Evolution of principal components over time
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Figure 3: The noise measure
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This Figure displays the evolution of different percentiles of the noise uneas
using Pan and Singleton (2008) model as pricing model. The noise measure is
computed for advanced (upper graph) and emerging (lower graphpetes.
Advanced countries comprise Australia, France, Germany, Italy, ,JSpam,

the United Kingdom and the US. The sample period spans from Januasy 200
to November 2012. Data frequency is weekly.
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Figure 4. Loading coefficients for principal components of the noise measure
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Figure 5: Cross-sectional median of sovereign CDS and qqg-plots for diffenextels
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